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Agenda
= Why is it needed?
» New work loads
» New monitoring needs

= Brief Product Overview
» VM Performance overview
» A monitoring infrastructure — ITM

= System Tips
= Monitoring Scenario
= Additional Product Integration
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Opportunity

= New workload
» Linux on zSeries/System z
» WAS, DB2, Oracle, Java

= Performance
» Real and Virtual resources
» Monitoring needs
» Managing needs
= Need to be able to do Systems management
» Suite of products

OMEGAMON XE on z/VM and Linux
Operations Manager for z/VM

Tape Manager for z/VM

Backup and Restore Manager for z/VM
Archive Manager for z/VM
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z/NVM Performance Overview - 5,000 Foot View
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z/NNM Performance Toolkit Overview

Full-Screen operator console (FCON)

Real Time performance monitor capability for z/\VM.
» CPU Performance

Storage Utilization

Channel, I/O Device Performance

Detailed I/O Analysis

Detailed User Performance data

TCP/IP Server Performance

Linux Performance data

3270 interface, with ability to exploit GDDM graphics.
Web server capability.

v Vv Vv VvV Vv VY

Ability to customize screens.

Some integration with other platform monitors (Linux).

© 2009 IBM Corporation
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OMEGAMON XE on z/VM and Linux agents

*There are 2 types of agents

=There is one z/\VVM agent per z/VM LPAR

Monitor -1 *There is one Linux agent per Linux Guest
onitoring = .

Infrastructure J TEPS DB *Both types run on Linux

Warehouse \

TEMS Hub TEMS Data (Built in operatiorﬁi\)B)
Linux Linux Linux
TEMA TEMA TEMA
Linux Linux Linux T
(Guest) (Guest) | | (Guest) ‘
I
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Tivoli Enterprise Portal
Improve your ability to Diagnose and Resolve Problems
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Situations

A situation describes one or more conditions that you want to test

» Each condition compares a user-specified value against attribute data
collected from managed systems

= |If all conditions are met, the situation evaluates to true and an alert
indicator icon appears on the TEP to let you know that a problem
exists

= When you create a situation, you can also specify automated
responses to take place when the situation becomes true (Take
Action)

= Each management agent comes with a set of pre-defined situations
that can be set to start running as soon as the management agent is
connected

© 2009 IBM Corporation
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Workspaces to Manage z/VM and Linux

zINM Linux
= Processors |
= SYSTEM Utilization, spinlocks * Linux OS |
= Workload = System Information

» CPU aggregation

» Linux Appldata » Virtual Memory Statistics
» Scaled & total CPU values Process

= LPAR Utilization = Users

= PAGING and SPOOLING = Disk Usage
Utilization = File Information

= DASD = Network

= Minidisk Cache

= Virtual Disks

= Channels

= CCW Translation

= REAL STORAGE Utilization

= NETWORK Utilization (Hiper
Socket and Virtual Switch)

= TCPIP Utilization — Server
= TCPIP Utilization - Users
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Tips and Scenarios

= Qverall health of your z/VM systems
= Managing CP Owned Volumes

= Paging rate problems

= LPAR and processor usage

= Spin Locks

= Virtual Disks

= Minidisk Cache

= DASD

= /O contention

= Sizing Linux guests

= System running slowly—how to debug

© 2009 IBM Corporation
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Tips—Overall He
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Tips—Overall Health of Your System

= Things to look for
» CPU usage
= |s any one system using more CPU than expected

= Is any one system using less CPU than expected—you may have an
underutilized processor and be wasting capacity

= Remember, a DEDICATED processor will show 100%
» Users waiting for resources
= Number of users at the end of the monitoring interval who are either in:
— Eligible list—waiting to enter the dispatch list
— Nondispatchable
— Waiting for paging
— Waiting for 1/0O completion
— Dispatchable
— Waiting for a processor

© 2009 IBM Corporation
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Tips—Overall Health of Your System

= Things to look for
» System paging rate
= Number of page reads per second

= Not a complete indicator of your paging effectiveness, but a good first
glance

— If the rate is low, and you don’t have many users waiting for paging to
complete (dispatch list), then you don’t have a problem

— If rate is low and you DO have many users in dispatch list, it may be an
indication of a paging problem.

— High dispatch list number could be for other reasons such as 1/0
contention. You need to check.

= |f the rate is high, then you may need to tune your paging subsystem.

= High and low are relative. You need to keep historical data so you can tell
when your rate has changed dramatically.

© 2009 IBM Corporation
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Tips—CP Owned Volumes
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Tips—CP Owned Volumes

= CP-Owned Volumes
» Consist of
= Page, Spool, Tdisk, Directory and Dump (subset of spool)
» Considerations
= Page
— Are my volumes getting full—do | need to add more
— Is my paging spread out sufficiently
= Spool

— Used mainly for Reader and Print files, Dumps and Named Saved
Systems

— If full, can | delete old spool files, or do | need more?

— Good to have an automatic cleanup program, perhaps based on age of
spool file (SFPURGER utility)

© 2009 IBM Corporation
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Tips—CP Owned Volumes (paging)

= General tips
» Page space utilization should always be < 50%
» Never put Paging and Spool space on the same volume

» Allocate Spool and Page volumes to try and reduce I/O contention by
separating them as much as possible (control unit, channel, etc)

» Dedicated paging devices reduce contention for paging

» Don’t put highly used files on the same volume as paging and spool space,
such as the CMS system disk

» Use devices of the same size and geometry

» Use your fastest devices for Paging

» Multiple Paging devices allow more overlap of paging operations

» Large contiguous free space allows for greater paging efficiency
» Expanded storage can be used for paging

© 2009 IBM Corporation
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Tips—LPAR Usage
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Tips—LPAR Usage

= Considerations
» Are the LPAR weights balanced as you expected
» Do you have an dedicated processors, and should you?
» Do you have the right number of processors per LPAR?
= Too few means tasks must wait for a processor
— Multi-threaded applications can use multiple processors concurrently
= Too many means extra overhead
» Look at the %Busy
= Are there some processors being underutilized?
— Are they needed?
— Can you shift work (virtual machines) to them

» Look at multiple intervals, or use historical data before jumping to
conclusions

» May want to drill down to individual processors for more details

© 2009 IBM Corporation
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System Processor Utilization Workspace
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Processor Utilization

Total Processor Utilization This is the processor utilization from the VM
perspective and includes CP, VM System, and Virtual CPU time.

System Time: This is the processor time used by the VM control program
for system functions that are not directly related to any one virtual machine.
This should be less than 10% of the total.

CP Processor Time: This is the processor time used by the VM control
program in support of individual virtual machines.

Virtual Processor Time: (Emulation Time): This is processor time
consumed by the virtual machine and the applications within it.

Total to Virtual Ratio The ratio of total processor time to virtual processor
time is often used as an indicator of z/\VM efficiency or overhead. The
closer to 1.0, the better the z/VM efficiency. RoT: Should explore causes of
a ratio over 1.30.

© 2009 IBM Corporation
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Spinlock Workspace
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Spin Lock Wait

= Time Spinning on Locks Percent:

» The percentage of time processors spend
spinning on formal spin locks. RoT: Should be less
than 10%.

» Increases as number of logical processors
Increases.
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VDISK Workspace
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VDISK

= What is it?

» FBA (Fixed Block Architecture disk) device emulated in-memory
= Translation: Very fast “device”.

» High performance paging device for Linux on z.

» Memory is allocated by CP from the Dynamic Paging Area

» Allocated only when referenced
= Allocating a 10 MB device does NOT instantly consume 10 MB of pages.
= Pages are allocated when needed.

» Not recommended in a storage-constrained z/VM system.

© 2009 IBM Corporation
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OMEGAMON MDISK Cache Allocations
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Minidisk Cache

= z/VM minidisk cache is a write-through cache:
» Improves read I/O performance.
» But it’s not free.
= Not recommended for:
» Memory constrained systems.
» Linux swap file disks.
= Default system settings are less than optimal.

= Recommended settings:
» Eliminate MDC in expanded storage.
= SET MDC XSTORE OM OM
» Limit MDC in central storage — 10% is a good starting point.
= SET MDC STORE OM 256M
» Monitor with OMEGAMON XE and/or the Q MDC command.
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DASD [/O Workspace
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Direct Access Storage Devices (DASD)

= Avg Pending Time for DASD

» Average pending time for real DASD 1I/Os. RoT: Should be less
than 1 millisecond.
= ltems worth keeping an eye on:

» Number of I1/O’s per Second, Percent Busy

» Avg Service Time Average service time for real DASD devices
(sum of the pending, connect, and disconnect times).

» DASD I/O Rate Rate of traditional real I/0Os per second to real
DASD devices. Worth monitoring.
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Sizing Linux Guests
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Sizing Linux Guests

= Considerations
» Don’t define more virtual processors than you have logical processors
» More memory is not always better
= Linux will use all available memory

— Any space it doesn’t need will be used as file buffer cache. Notice the
large amount of cache used in example—indicates that guest may be
sized too large

— Larger Linux guests means that z/\VM has to swap out larger virtual
machines when running other guests

= One method—use monitor to watch for swapping. Shrink guest size until it
starts swapping.

= Another method. Look at the Working Set Size for the Virtual Machine.
This shows what z/VM is using for the guest. May still be too large if
storage is used for cache

= To handle some swapping, define a Vdisk. This is much faster than
swapping to a real device
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Sizing Linux Guests
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Scenario—System Running Slowly
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Scenario—System Running Slowly (cont)
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Scenario—System Running Slowly (cont)
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Scenario—System Running Slowly (cont)
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Operations Manager for z/VM

Increase productivity Improve system availability
» Authorized users view and interact with monitored » Monitor virtual machines and processes
virtual machines without logging onto them > Take automated actions based on console messages
» Multiple users view/interact with a virtual machine > Reduce problems due to operator error

simultaneously

Monitor
‘ * View & interact spool| usage

with consoles
* View spool files

Console monitoring ; ’
Service Virtual

Machine being
monitored

Operations Manager T ke action

for z/VM Service Virtual
Machine being

monitored
edule tasks Console monitoring

Automg\

Integration
» Routine act|V|t|es done more effectively Fquiglll take action requests from
with minimal operations staff OMEGAMON XE on z/VM and Linux

» Schedule tasks to occur on a regular basis
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Monitor Service Machine Consoles

TEST Message 1
TEST Message 2
TEST Message 2

Test Data
PER Message 1 OPERATOR

OPER Message 2
OPER Message 3

LNX Message 1

LNX Message 2
LNX Message 3

Operations T
Manager e

/ sl og Message 1

sl og Message 2
sl og Message 3

TCP/IP

syslog data

SelElEE Data space 4
TEST Message 1

TEST Message 2 TCP Message 1 Data space 6
TCP Message 2

OPER Message 1 Da||y |Og
Data HeEss o t& &zzggg ; DI RM Message 1
Data space 2 Data space 3 stog tessage 1 [T NEsCge L\X Nescage 2
OPER Message 1 LNX Message 1 sl OQ Message 3 'Sl'lzggll' &zzggi B@W%hlzzgggelz
OPER Message 2 OPER Message TCP Message 2
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Monitor Service Machines

= Define rules to

» Scan console messages for text matching
= Includes column, wildcard, and exclusion support
= Optionally restrict to specific user ID(s)

» Take actions based on matches

= Multiple rules can apply to one message
» Rules processed in order of definition in the configuration file
» FINAL option available to indicate no additional rules should be evaluated

© 2009 IBM Corporation
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Adjusting Resources for a Linux Guest

= Virtual CPU consumption is high for a Linux guest

= Detect the alert
» Automation receives the message

= Action is triggered by a rule in Operations Manager

= QOperations Manager issues CP commands to tune the guest
» SET QUICKDSP
» SET SHARE

= Ability to monitor the output is key
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OMEGAMON XE and Operations Manager for z/VM

Process Flow

System z \‘
Database
Gy )

Web Server

Server
2

[
VM Agent

Manager TOOlkIt VM Cmd Proc re"

Linux Guest

Linux Guest Linux Guest
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Adjusting resources for a Linux guest
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Operations Manager Configuration

= Define a rule to look for the message from OMEGAMON:

DEFRULE NANME( GUSTCPU) , +
MATCH( * GUEST NEEDS CPU PRI ORI TY*), +
ACTI ON( GUESTCPU) , +
PARM SLESA107)

= Define actions to highlight the message and call an EXEC to adjust CPU, passing the guest name

DEFACTN NAME( GUESTCPU) , +
| NPUT( AHI ) , +
NEXTACTN( GUSTCPUB)

*

DEFACTN NANME( GUSTCPUB) , +
COVMAND( EXEC VCPU &P) , +
ENV(LVM , +
OUTPUT( LOG)
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OMEGAMON Configuration
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OMEGAMON Configuration
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Additional Automation Scenarios

» Automating and scheduling the backup of a Linux guest
» Send a message or e-mail if spool usage is too high
= Tools to find and view spool files based on size, owner, and/or date
» Automate the response to a disk full condition
» Take actions based on messages in Linux syslog data

Session 9164: Tuesday at 9:30am

Handouts available online, with screenshots
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Related Sessions

= 9102 Introduction to Virtualization: z/VM Basic Concepts and
Terms

= 9115 VM Performance Introduction

= 9106 VM Performance Update

= 9166 z/VM Performance Case Studies

= 9122 z/NVM Tuning Revisited with Specialty Engines for z/OS

= 9164 Automation and Backup Scenarios for z/VM and Linux on
System z

= 5201-5202 Explore the TEP Hands on Lab (Tuesday)

© 2009 IBM Corporation
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Operations Manager for z/VM

»Increase productivity » Improve system availability
» Authorized users view and interact with »Monitor virtual machines and processes
monitored virtual machines without »Take automated actions based on
logging onto them console messages

»Multiple users view/interact with a
virtual machine simultaneously

View & interact Console monitoring —
with consoles Service Virtual
Machine being
\ monitored

Operations Manager T ke action

for z/VM Service Virtual
Machine being

monitored
Console monitoring

»Reduce problems due to operator error
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Operations Manager for z/'VM and OMEGAMON XE on z/VM and Linux

» OMEGAMON XE on z/VM and Linux

» Performance monitoring for z/\VM and Linux guests

®
» Part of Tivoli Management Services (TMS) infrastructure
\ » Operations Manager for z/VM
P » Monitor consoles of z/\VM service machines and guest user IDs
(N

4 > Take actions based on console messages
» Respond to “take action” requests from OMEGAMON
» Schedule routine tasks

Web browser

Extensions

Application Application

Operations Perf OMEGAMON

XE (including Agent Agent
Manager Toolkit T™S) - -

Linux Guest Linux Guest
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Tape Manager for z/VM

e
@l

= |Improved tape management
» Access control

» Data security erase option for
tapes with sensitive data

o

Operator Console
on z/VM

Manual

Mount Drives E
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Backup and Restore Manager for z/VM

CMS FN1 FT1 FM1

minidisk or

FN2 FT2 FM2
SFS

FN3 FT3 FM3

Track O

Track 1

ECKD
FBA
VEB-512

Track 2
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Backup and Restore Manager and Linux Guests

Using Backup and Restore Manager with Tivoli Store Manager

FBA or ECKD
DASD

dirAffile1.ext
dirB/file2.ext

dirC/file3.ext

CMS minidisk
and SFS files

Other guest Other guest e RN

FN FT FM

FN FT FM
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Archive Manager for z/VM

CMS FN1 FT1 FM1

minidisk or NP
SFS

FN3 FT3 FM3

Track O

- Track 1

Track 2
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For More Information

= Product Web sites
» http://www.ibm.com/software/stormgmt/zvm/
= Publications
= Pre-requisites
= Announcements
= Support

= e-mail: Tracy Dean, tld1@us.ibm.com

© 2009 IBM Corporation




Tivoli Solutions

The following pages contain screenshots and a list of

all the data available via the OMEAGMON on z/VM
and Linux and the Linux OS agents
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z/VM Linux Default Workspace
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PAGING and SPOOLING Utilization
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PAGING and SPOOLING Utilization

= Paging_Spooling Workspace

»

This workspace displays data on the paging and spooling devices for the whole z/VM system.

= CP-Device Table

4

All attributes are collected for the current reporting interval

= Description

Vv Vv VvV VvV VvV VvV vV vV VvV VvV v v v

TOD clock at start of interval (Approximately 1 second accuracy).

SYSID of zZ/VM System.

Assigned logical partition number.

Real address of CP-owned DASD.

Number of cylinders or blocks allocated for the CP-owned extent.

Number of slots available on the CP-Owned device at the time the sample was taken.
Type of DASD (for example: 3370 or 3380).

Primary Purpose of this device.

End extent allocated on CP-owned device. (cylinder or block number)

Percentage of space on the CP-Owned volume in use at the time the sample was taken.

Starting cylinder or block number for the CP-Owned device extent.
Number of used slots on the CP-Owned device at the time the sample was taken.
Volume serial number of CP-owned DASD.

= Policies provide advanced automation processes
= Historical data option to show previous information
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DASD
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DASD

= DASD Workspace

» The DASD workspace provides several views that show the busiest I/O devices on the overall z/VM
system.

= DASD I/O Activity Table (10 TABLE)
» All attributes are collected for the current reporting interval

= Description

TOD clock at start of interval (Approximately 1 second accuracy)

SYSID of z/VM System.

Assigned logical partition number.

Real address of device.

Type of device (for example: 3370 or 3380).

Average time this device was in CONNECT state during the interval.
Percentage of time the device was found busy.

Average number of I/Os queued on the device.

Number of I/Os started on this device.

I/Os per second to this device (I/O rate).

Average time this device was in DISCONNECT state during the reporting interval.
Average time this device was in PENDING state during the reporting interval.
Average service time for this device in milliseconds.

Volume serial number if DASD device.

VvV VvV VvV VvV VvV VvV vV vV VvV VvV VvV VvV v v
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LPAR Utilization
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LPAR Utilization

= LPAR Utilization Workspace

» The LPAR Utilization Workspace provides information about the overall utilization of the system complex.
The LPAR Workspace is connected to the LPAR entry on the Navigator.

= LPAR Utilization table (Data is taken from the IRA LPAR Table)
» All attributes are collected for the current reporting interval

= Description

TOD clock at start of interval (Approximately 1 second accuracy).

SYSID of z/VM System.

Assigned logical partition number.

Assigned name of the logical partition.

Utilization of the system based on the number of logical processors available.

Computed as:(Dispatch time / Elapsed time) * Number of LPsTotal amount of time that all of the logical
processors for this LPAR were busy during the reporting interval.

Number of logical processors assigned to this LPAR.

» Average percentage of elapsed time that logical processors were 'suspended’, i.e. could not give service
to the guest system due to LPAR manafgement time and contention for real processors, where the
'suspended' time is calculated as the difference between elapsed time and the sum of processor busy
time and voluntary wait time for the same processor as seen by the VM system that is active in the
partition.

» Amount of logical CPU busy which was due to LP dispatching overhead.

v Vv Vv Vv v Vv

v

© 2009 IBM Corporation




| Tivoli Solutions

LPAR Utilization (cont)

Average percentage of elapsed time that the logical processors spent for LPAR
management. This information is available only on systems with the LPAR management
time facility.

Status of the logical partition during the reporting interval. Can be ACTIVE or INACTIVE.
The partition that was used to collect the LPAR data will have an asterisk (*) appended (for
example, 'ACTIVE™).

Status of the WAIT bit for the logical processors within this LPAR. If any LP has the WAIT
bit ON, this field will contain 'YES".

Average weight of all logical processors defined for this LPAR. The weight values for
dedicated processors will be 1000.

Utilization of the system based on the number of physical processors available

The CPU type of the logical processors defined for the partition. Possible values are:
= CP

= |ICF

= |FL

= ZIIP

= ZAAP

= Special

= Unknown.
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NETWORK Utilization (Hipersockets)

= NETWORK Workspace

» This workspace displays data about the utilization of the hipersocket and virtual switch devices on the
z/VM system

= Hipersocket Utilization (HIPERSOCKET TABLE)
» All attributes are collected for the current reporting interval

= Description

TOD clock at start of interval (Approximately 1 second accuracy).

SYSID of z/VM System.

Assigned logical partition number.

Hex channel path identifier.

Sharing indicator for the channel YES - shared with other LPARs, NO - Dedicated channel.
Number of messages sent per second for the whole system.

Number of data units sent per second for the whole system.

Number of sends per second that failed due to no receiver buffer for the whole system.
Number of messages sent per second for this partition.

Number of data units sent per second for this partition.

Number of sends per second that failed due to no receiver buffer for this partition.
Number of sends per second that failed due to other problems for this partition.

v Vv Vv VvV VvV VvV VvV VvV VvV VvV v v
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NETWORK Utilization (Virtual Switch)

Fia Bl ‘isww Haip

@:%:|H EMNeAED 20049 ISUESTERLEY®TEBSA

HES Wi |—l=h-s=m EI = (P 7op 5 Loct Requests Rsle per Second M e O = |[M TopsLock Deders Fsle par Second
. & : I o o gpa s Rl et Skt AW Loeh Dataes gt Seke o d
g Erl:rl_:-n:: I: Ol Berd Lok Deteeper Seaond
+ Lirire Syshars 20 M Ercnivn Lok Deterr pas Sesond
- AWM Sysizms :
= |y et = 1
- n AWM Linue Sysbems = =
Tl ‘Y = 1 =
CF Crmmeed Dewices = i - ';
g o
z z
=
=
= = S
0o E 0 ﬁ
: Feal Dedor Adiess Fral D on A s

M Top S Traremd Packets Rsteper Second @M B 0O % |[BT] Top S Fecetve Packsts Bale per Second

B Tiarami Passrs Rate par Sacarnd Olfacaien Fuchots Fata gos Sezcnd Clidcita Sigrake pas Seccead
_I:I'l'l-lrI-H Facksts Dncasded Bale pa1 Second| MEacaina Pachouds Digse ardad Fafa par Seeend B R Signats par Sacard
Ozsne Signaks pe Seaond

o] 1.0
20
§ g -
L : b .
» b o o
£ £ H
& a ]
-8
....... = e il = -
] o oo E = o E
Aal Darsiae Address Rkl Bearwie e Aed diraces [P

Tramsmit
Raal Transmil Racsma
Time ‘ EIIBD“" m'j"ﬂu Dievice | LiseriD HTmmulumm “;E:'“ Packets nmu Hgmﬂs& Pt ks QEv
Address Riafe par Second Rate per Second Rate per Second Rale
[ I'E Hub Time: Thas, DBEDFEA00E (542 FM _ Samer Available [ WEWITCH - bmaddoed aleighibm com - Er3abit

] soosr.. ™ 100% FETY P50 50 m
© 2009 IBM Corporation

B Prdess... | (B windom...




| Tivoli Solutions

NETWORK Utilization (Virtual Switch)

= NETWORK Workspace

» This workspace displays data about the utilization of the hipersocket and virtual switch devices on the
z/VM system

= Virtual Switch Utilization Table (VIRTSWITCH TABLE)
» All attributes are collected for the current reporting interval

= Description

TOD clock at start of interval (Approximately 1 second accuracy).
SYSID of z/VM System.

Assigned logical partition number.

Real Device Address.

User id of the virtual machine the device is currently attached to.
Timeout value for the virtual switch in seconds.

Number of bytes transmitted per second.

Number of packets transmitted per second.

Number of outbound packets discarded per second.

Number of bytes received per second.

Number of packets received per second.

Number of inbound packets discarded per second.

Queue storage value (Values 1 - 8).

Vv VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV v Vv
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Virtual Switch (cont)

» The name of the link aggregation port group in use for this virtual switch
» The number of input buffers processed per second
» The number of input queue overflows per second

» The number of interrupts, such as Peripheral Component Interconnect (PCI)
interrupts, that resulted in input queue processing, per second.

» The number of interrupts, such as Peripheral Component Interconnect (PCI)
interrupts, that resulted in input queue processing, per second

» The LAN Management IP address

» The number of times per second that the CP monitor waited for the network
lock

» The load balancing interval

» The number of lock requests made for the network lock, per second
» The LAN Management Media Access Control (MAC) address

» The Open Systems Adapter (OSA) device microcode level

» The number of output buffers processed per second
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Virtual Switch (cont)

» The number of output queue overflows per second
» The number of read signals issued per second

» The number of times per second that CP monitor waited for any lock when receiving data
on this VSWITCH port

» The number of times per second that CP monitor waited for any lock when sending data
from this VSWITCH port

» The session layer, either 2 or 3 of the Open Systems Interconnection (OSI) seven-layer
model

» The number of sync signals issued per second

» The number of Link Aggregation Control Protocol (LACP) Packet Data Units (PDUs)
received on this port

» The number of LACP PDUs sent on this port
» The number of marker PDUs received

» The number of marker PDUs sent to this port in response to receiving a marker PDU from
the partner port

» The number of marker PDUs sent to this port

» The total number of times the virtual switch timed out while waiting for a marker response
PDU for a marker request sent by CP monitor to a partner port

» The number of write signals issued per second
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REAL STORAGE Utilization
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REAL STORAGE Utilization

* REALSTORAGE Workspace

4

The Real Storage Utilization workspace provides several views for the overall Storage and Paging activity for the z/VM system.
Additionally, the Linux Group Paging Activity view displays z/VM paging activity specific to the Linux guests.

= z/VM Storage Utilization (SYSTEM TABLE storage attributes only)

>
>

This Table reflects only the portion of the System table that contains storage related attributes.
All attributes are collected for the current reporting interval

= Description

Vv VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV v v v

TOD clock at start of interval (Approximately 1 second accuracy).

SYSID of z/VM System.

Assigned logical partition number.

Number of frames currently on the available list.

High threshold for the available list replenishment subsystem.

Average number of page frames on the available list.

Low threshold for the available list replenishment subsystem.

System-wide /O paging rate. Related statistics appear elsewhere by DASD volume.

Number of frames allocated to the dynamic paging area.

Number of times the demand scan was invoked and could not replenish the available list to its threshold.
Number of frames used by free-storage management.

Number of deferred pages waiting for a frame.

Total number of free-storage requests during the reporting interval.

Total number of free-storage releases during the reporting interval.

Number of pages per second being read in by the system.

System resource weight for paging. Used by the scheduler to decide how much of a bottleneck the paging resources are.
Average system-wide percent of paging space in use. Related statistics appear elsewhere by DASD volume.
Percent of SPOOL space in use for the entire system.

Percent of temporary disk space in use for the entire system.

Average number of page faults per second for single-page reads during the reporting interval.

Percentage of real storage available to the Dynamic Paging Area.

Average number of users in queue waiting to be dispatched.

Percent of all virtual machines in a page wait state.
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REAL STORAGE Utilization (cont.)

* REALSTORAGE Workspace (cont)

= The Real Storage Utilization workspace provides several views for the overall Storage and Paging activity for
tRe E/VM system. Additionally, the Linux Group Paging Activity view displays z/VM paging activity specific to
the Linux guests.

= Linux Storage Utilization (WORKLOAD TABLE storage attributes only)

= This Table reflects only the portion of the Workload table that contains storage related attributes used by the
Real Storage Workspace.

= All attributes are collected for the current reporting interval

= Description

= TOD clock at start of interval (Approximately 1 second accuracy).
= SYSID of z/VM System.

= Assigned logical partition number.

= Userid or group name.

= Rate of page-ins and page-outs for this workload (in pages/sec.).

= Linkage and Secondary Workspaces:

. A link exists from the Linux Storage Utilization Table. Each row in the table is keyed to a Linux
Guest. Selecting the link for a specific row will take the user to the Linux Storage Utilization Workspace for
the selected Linux Guest.

. There are no Secondary Workspaces for the System Workspace
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SYSTEM Utilization
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SYSTEM Utilization

= The SYSTEM Workspace

4

The System Ultilization workspaces provide a view into the CPU utilization for the VM LPAR. The System Workspace is connected to the
SYSTEM entry on the Navigator.

= All attributes are collected for the current reporting interval

= Description

v v Vv VvV VvV Vv v Vv

v VvV VvV VvV VvV VvV VvV Vv v Vv

TOD clock at start of interval (Approximately 1 second accuracy).

SYSID of z/VM System.

Assigned logical partition number.

Number of users who had any activity since the last sampling interval.

Average number of users logged on.

Number of tasks that cannot be executed because they are waiting for a frame.
Percentage of CPU utilized by CP.

Total CPU utilization (CP and virtual combined). If you are running multiple processors, this value is the sum of CPU utilization for all
processors and can be greater than 100%.

Number of active processors.

Number of users who are dialed to VM.

Average number of users waiting in the eligible list.

Number of short running (interactive) users in the eligible list for the E1 queue.
Number of medium-running users in the eligible list for the E2 queue.

Number of long-running users in the eligible list for the E3 queue.

Total number of trivial transactions processed during the reporting interval.
Ratio of total CPU time to virtual CPU time.

Average number of users in queue waiting to be dispatched.

Percent of all virtual machines in an 1/O wait state.

= Linkage and Secondary Workspaces:

»

4

A link is established on the table to the System_Terminal Workspace. This is a direct link to the workspace and does not require any
DWL connections.

There are no Secondary Workspaces for the System Workspace
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TCPIP Utilization - Server
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TCPIP Utilization - Server

= TCPIP Workspace
» This Workspace displays data about the TCPIP Servers running on the z/VM system.

= TCPIP Server Activity (TCPIP Table)
»  All attributes are collected for the current reporting interval

= Description

TOD clock at start of interval (Approximately 1 second accuracy).
SYSID of z/VM System.

Assigned logical partition number.

Name of the TCP/IP Server.

Rate per second at which TCP connection open requests were initiated.
Rate per second at which TCP connection open requests were accepted.
Rate per second for TCP connection open failures.

Reset rate per second for TCP Connections.

Read requests per second.

Write requests per second.

Number of bytes received per second.

Number of bytes sent.

TCP segments received rate per second.

TCP segments transmit rate per second.

Rate at which TCP segments were retransmitted, per second.

Rate at which TCP segments were received that had errors, per second.
Rate at which TCP segments were transmitted that included a reset, in seconds.
ARP requests received rate per second.

Rate at which ARP replies were transmitted, per seconds.

Rate at which ARP requests were transmitted, per second.

Vv VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV v v v
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TCPIP Utilization — Server (cont)

= TCPIP Workspace (cont)
» This Workspace displays data about the TCPIP Servers running on the z/VM system.

= TCPIP Server Activity (TCPIP Table) (cont)
»  All attributes are collected for the current reporting interval

= Description (cont)

Activity control block pool level.

Client control block pool level.

Regular envelope pool level.

Large envelope pool level.

Raw IP Control Block Pool level.

Socket control block pool level.
BSD-type socket control block pool level.
TCP control block pool level.

UDP control block pool level.

Regular data buffer pool level.

Small data buffer pool level.

Tiny data buffer pool level.

Segment acknowledgement control block pool level.
Fixed page storage pool level.

Vv Vv VvV VvV VvV VvV vV VvV VvV VvV VvV vV v v

= Linkage and Secondary Workspaces:

» Alink exists from the TCPIP Server Activity Table. Each row in the table is keyed to a TCP/IP Server. Selecting the link for a
specific row will take the user to the TCPIP User Workspace for the selected Server.

» There are no Secondary Workspaces for the System Workspace

© 2009 IBM Corporation




| Tivoli Solutions

TCPIP Utilizati

T TCPIP L - FHITE
Fie B3R 'Wiew Heldp

@ O EPR$ A0 T00 4 BDAE O ELGEHEES @O

on - Users

AL IS AL PR

mBE kTR s

B Teisd TOF WEaries Fbcadased
ETali TEF HBab Bl
O rets UL EBsdea Basaivd
B T UEF HEsries Sand

===

P D e Pipe_Speool |
DEzh
LFaR
Hesbmak
Fanl_Slarngs
Lrpedmmn
=3
Ly g ]
- Ly vwdrecd

e

we Gy pm R s

LC ] 1 AR et ELLY Ll

i TORR Uses AckaAty

TCF UDF | fwwrapa| Tols Tatal Tatal Toisd
Tira SEEm | LPAR 1o canar| Y3 completed | Campletad | Sasakn | TOP KBvias | TOP LOF KEwlas | LIDP e e
| B Ll | 10| iekkine | estione | Ouraton| Rocaned | gan | Racered | e | Pound T Aeund
AGEING DI-AE 40 | WLAWMYA, | LFARID | Beverd | bom a4 Bl 0r4) 00z | FXL| 003 | nm| a7 | =
ABAZ 1N B [ 4B A1) | WLAWMYW, | LPWRTIDN | 6 erverd dick_| a Bl 0ed) 018 1M | ET| 1.14] ar |
B2 06 (4B | WLAVMKA, | LPARTIDN | Serverd | hay | 1 Bl 06| .48 e | 031 | a7 ]
OEZ N E (A0 | WL, | PRI | Berverd et L] -] LES 1497 (0] 0o [(1iT] AT
TIEa7 11 F [ AR 40 | WL AWM, | [FARMIN | B erverd Feestl | FIN 16 i K] il 3T -
a| | I-I
| F I HubTinea: W, 0612006 50 54 P Scnver fvailabic [ TCRIF Usar- FHENEMW- SYEADMN *ADMH NODE®
Moot | | @ 5 B || Blwrdoss Ty | gows | B werege Trook erieprse .. | 1B~ | 2= A
e = [ TePIp e - pracas. B~ | E~ B omoursent | - Microsat w,., | 21T

© 2009 IBM Corporation




| Tivoli Solutions

TCPIP Utilization - Users

= TCPIP User Workspace
» This workspace displays data about the main users of the TCPIP function for the server selected on the previous workspace.

= TCPIP User Activity (TCPIP USER)
»  All attributes are collected for the current reporting interval

= Description

TOD clock at start of interval (Approximately 1 second accuracy).
SYSID of zZ/VM System.

Assigned logical partition number.

Name of the TCP/IP server that the user is connected to.

Userid of the virtual machine that handled the local side of the conn.
Number of completed TCP sessions.

Number of completed UDP sessions.

Average elapsed time from open to close for sessions.

Number of bytes received during TCP sessions.

Number of bytes sent during TCP sessions.

Number of bytes received during UDP sessions.

Number of bytes sent during UDP sessions.

Smoothed round trip time, in seconds.

Round trip variance time, in seconds.

Total number of segments.

Maximum number of unacknowledged segments.

Maximum input buffer queue size.

Maximum output buffer queue size.

Vv VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV vV VvV vV v v

= Linkage and Secondary Workspaces:

» Link from the TCPIP User Activity Table to the Linux Network Workspace for the selected Linux Guest system. (Each row in the
table will be for a specific guest system). This function requires DWL to be implemented.

» There are no Secondary Workspaces for the System Workspace
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System Terminal Workspace
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WORKLOAD (z/VM User ID) Activity
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WORKLOAD (z/VM User ID) Activity

= Workload Workspace

» This workspace displays the system usage (by userid/workload) for all users on the z/\VM system.

= All z/VM Workloads (Workload Table)

= Description

TOD clock at start of interval (Approximately 1 second accuracy).

SYSID of z/VM System.

Assigned logical partition number.

Userid or group name.

Number of Virtual CPUs (VCPUs)

Percent of total CPU used by the system to manage this workload.

Percent of total CPU used by the system to manage this workload scaled by number of VCPUs
Total CP seconds used by this workload (to nearest second).

Percent of total CPU used by the system to manage this workload.

Percent of total CPU used by the system to manage this workload. scaled by number of VCPUs
Total CPU seconds used by this workload (to nearest second).

Total time this workload was logged on (to nearest second), or aggregation of group.

Percent of virtual CPU utilization for the workload specified.

Percent of virtual CPU utilization for the workload specified scaled by number of VCPUs

Total virtual CPU seconds used by this workload (to nearest second).

v VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV v v v
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WORKLOAD (z/VM User ID) Activity (cont)

= Description

The rate of page-ins and page-outs for this workload (in pages/sec.).

Number of page reads over the specified period of time.

Number of page writes over the specified period of time.

The current number of pages physically in main storage for this workload.

Average storage size for this workload.

The number of megabytes of expanded storage attached to this workload.

The number of expanded pages moved for this workload.

The number of expanded storage blocks allocated to this workload by CP for paging.

A user's projected working set size. This value is calculated each time a user drops from
queue, and is based on the number of pages referenced during the last stay in queue.

Name of the group that this workload belongs to [Primarily used to determine which VMs
are Linux guest hosts.]

= Linkage and Secondary Workspaces:
4
4

No Links from this Workspace

Secondary Workspaces from the WORKLOAD Navigator is the Linux Workload
Workspace

= Right Mouse click on WORKLOAD Navigator to go to Linux Workload workspace.

el WO, R © 2009 IBM Corporation
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Linux Workload Workspace
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Linux Workload Workspace

= Linux Workload Workspace

»  This workspace displays the same information as the Workload Workspace, but only for the guest systems which have the GROUP set to
Linux.

= Linux Workloads (Workload Table)

= Description

TOD clock at start of interval (Approximately 1 second accuracy).

SYSID of z/VM System.

Assigned logical partition number.

Userid or group name.

Percent of total CPU used by the system to manage this workload.

Total CP seconds used by this workload (to nearest second).

Percent of total CPU used by the system to manage this workload.

Total CPU seconds used by this workload (to nearest second).

Total time this workload was logged on (to nearest second), or aggregation of group.
Percent of virtual CPU utilization for the workload specified.

Total virtual CPU seconds used by this workload (to nearest second).

The rate of page-ins and page-outs for this workload (in pages/sec.).

Number of page reads over the specified period of time.

Number of page writes over the specified period of time.

The current number of pages physically in main storage for this workload.

Average storage size for this workload.

The number of megabytes of expanded storage attached to this workload.

The number of expanded pages moved for this workload.

The number of expanded storage blocks allocated to this workload by CP for paging.

A user's projected working set size. This value is calculated each time a user drops from queue, and is based on the number of pages
referenced during the last stay in queue.

Name of the group that this workload belongs to [Primarily used to determine which VMs are Linux guest hosts.]

v v vV vV vV vV vV vV VvV VvV VvV VvV VvV VvV VvV Vv v v v Vv

v

= Linkage and Secondary Workspaces:
»  Link from the Linux Workloads table to the OMEGAMON XE for Linux System Information Workspace for the selected Linux Guest system

(by row).
» There are no Secondary Workspaces for the Workloads Workspace

N h,_,{;’_‘i;::-“*l © 2009 IBM Corporation
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ApplData Workspace
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ApplData Workspace

= ApplData Workspace
» This workspace displays information about Linux(R) workload activity and storage utilization

= Description

The name that uniquely identifies the active z/\VM system.

The name assigned to the logical partition.

The user identification or group name of the Linux guest.

The number of virtual central processing units (CPUs) defined for the Linux guest system.
The percent of total CPU used by this Linux virtual machine.

The percent of CPU used by this Linux virtual machine, running in user mode.
The percent of CPU used by this Linux virtual machine, running in kernel mode.
The percent of CPU used by the Linux virtual machine, running in 'nice' mode (with modified priority).
The percent of interrupts (IRQs).

The percent of soft interrupts (IRQs).

The percent of time spent by the virtual machine in an I/O wait state

The percent of time spent by the virtual machine in a CPU idle state.

The number of runnable processes at sampling time.

The number of processes waiting for I/O.

The total number of processes at sampling time.

The average number of processes found running during the last minute.

The average number of processes found running during the last five minutes.
The average number of processes found running during the last fifteen minutes.
The total size of the main memory, in megabytes

The percent of main memory used.

The percent of main memory used.

The total size of the high memory, in megabytes.

The percent of high memory used.

WV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV vV v v
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ApplData Workspace (cont)

= Description

The size of the memory that is usable by more than one process, in megabytes.

The size of the memory that is reserved for buffers and for free cache, in megabytes.
The size of the memory that is used for buffers, in megabytes.

The total amount of swap space, both used and available, in megabytes.

The percent of swap space used.

The number of pages swapped in, at the rate of 4-kilobyte pages per second.

The number of pages swapped out, at the rate of 4-kilobyte pages per second.

The rate of page allocations (the number of pages obtained from the available list), in 4 kilobyte pages per
second.

The rate per second of major page faults for the process.
The rate per second of minor page faults for the process.
The block I/O data read rate, in kilobytes per second.
The block I/O data write rate, in kilobytes per second.
The number of networking interfaces defined.

The rate per second of packets received.

The rate per second of packets transmitted.

The rate per second of bytes received.

The rate per second of bytes received.

The number of bad packets received, per second.

The rate per second of packet transmit problems.

The rate per second, of no space found in Linux buffers.
The rate per second, of no space available in Linux.

The rate per second of collisions while transmitting.

v Vv Vv VvV VvV v Vv

VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV v v
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ApplData Workspace (cont)
Linkage:

» Link from ApplData to Linux Process

» Link from ApplData to Linux System Information Workspace

» Link from ApplData to Linux Virtual Memory Workspace

» Link from ApplData to Linux Disk |0 Rate Workspace

» Link from ApplData to Linux Network Workspace

» Link from ApplData to Linux Sockets Workspace

» Link from ApplData to Linux Capacity Usage Workspace

» Link from ApplData to Linux CPU Averages Workspace

» Link from ApplData to Linux Virtual Memory Trend Workspace

© 2009 IBM Corporation
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Channel Workspace
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Channel Workspace
= Channel Workspace

» This workspace displays channel load data for all active channel paths

= Description
» The name assigned to the logical partition
» Description of the channel model group
» The average percentage of 'busy' conditions found
» CHPID value assigned to each installed channel path of the system
» The channel load distribution for each of the active channels
» The hexadecimal channel model group qualifier
» The percentage of 'busy' conditions found for the last interval

© 2009 IBM Corporation
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FICON Channel Workspace

= FICON Channel Workspace
4

This workspace displays FICON channel load data.

= Description

»

vV VvV VvV VvV VvV VvV VvV VvV VvV v v

The name assigned to the logical partition

The bus cycles utilization for the whole system

CHPID value assigned to each installed channel path of the system
The channel shared indicator

The data units read utilization for the whole system

The data units write utilization for the whole system

The work units utilization for the entire system

The data units read utilization for the owning logical partition

The data units write utilization for the owning logical partition

The work units utilization for the owning logical partition

The total number of bytes read per second for the entire system
The total number of bytes written per second for the entire system
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Minidisk Cache Workspace

= Minidisk Cache Workspace

»

This workspace displays minidisk cache storage data.

= Description

4
4

VvV VvV VvV VvV VvV v v Vv v

v

The number of expanded storage blocks used for minidisk caching

'CI';hBeIactuaI number of main storage page frames used for the minidisk cache below the 2
ine

'(I';hBelactuaI number of main storage page frames used for the minidisk cache above the 2
ine

The actual number of expanded storage blocks used for the minidisk cache

The average age of paging XSTORE blocks

The bias for minidisk cache usage of real storage

The number of blocks per second that were invalidated following an invalidation request
The estimated average age in seconds of a minidisk cache block

The done rate for successfully translated channel command words

The number of CCWs that were found to be not eligible for translation

The rate per second that blocks could not be moved into the minidisk cache because their
user's fair share limit was exceeded

The fair share limit for the minidisk cache
The percentage of requests that were full hits
The ideal number of main storage page frames in the minidisk cache
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Minidisk Cache Workspace (cont)

>
4

v

v Vv Vv Vv Vv V9

The ideal number of expanded storage blocks in the minidisk cache
The insertions per second into the in-transit waiting queue

The number of requests per second to invalidate minidisk cache blocks, due to an I/0O to a
virtual device via a non-cacheable I/O interface

The MDC bias for main storage

The bias for minidisk cache use of expanded storage

The maximum number of expanded storage blocks that can be used for minidisk caching
The maximum number of main storage page frames to be used for the minidisk cache
The maximum number of expanded storage blocks to be used for the minidisk cache

The number of read requests to the minidisk cache, per second, where all the requested
blocks were found in the cache

The minimum number of main storage page frames to be used for the minidisk cache
The minimum number of expanded storage blocks to be used for the minidisk cache
The aborted translation attempts per second for network devices
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CCW Translation Workspace

v Vv Vv Vv

v Vv Vv Vv Vv

The done rate for networks
The number of CCWs that were found to be not eligible for translation
he number of main storage pages deleted from cache per second

The rate at which minidisk cache blocks are moved, per second, from expanded storage to
central storage

The rate at which minidisk cache blocks are moved per second from central storage to
expanded storage

The size of the CP partition in expanded storage

The rate at which the steal function was invoked to steal expanded storage pages from the
minidisk cache

The total number of CCWs handled per second for DASD
The total number of CCWs handled per second for networks
The aborted translation attempts per second for DASD

The number of XSTORE pages deleted from cache

The number of times the steal function was invoked to steal expanded storage pages from
cache
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DASD Cache Workspace
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DASD Cache Workspace

v Vv Vv Vv Vv

v Vv Vv Vv

The base address for the Parallel Access Volume (PAV).

The percentage of I/0O operations that bypassed caching voluntarily

The number of bypass cache requests per second

The percentage of cache fast write operations, based on total write activity

The percentage of cache fast write hits, based on the sum of all cache fast-write
operations.

The percentage of cache to DASD transfer operations
The percentage of cachable read operations, based on total I/O activity
The percentage of read hits, based on the sum of all cachable read operations

The percentage of total hits (read + DASD fast write + cache fast write), based on the sum
of all cachable read and write operations

The percentage of write hits (DASD fast write + cache fast write), based on the sum of all
DASD and cache fast write operations

The caching status. Possible options are:
= ACTIVATED

= DEACTIVATED

= DEACTIVE PENDING

= UNKNOWN
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DASD Cache Workspace (cont)

4
4

The storage controller subsystem identifier.

The percentage of DASD fast write operations that were forced to bypass the cache and
access DASD directly due to nonvolatile storage constraints

The percentage of DASD fast write hits, based on the sum of all DASD fast-write
operations

The percentage of DASD fast write operations, based on total write activity.
The status of DASD fast write Possible options are:

= ACTIVATED

= DEACTIVATED

= DEACTIVE PENDING

= UNKNOWN

The real address of the storage device managed by the z/VM Control Program.
The type and model of the device managed by the z/VVM Control Program

The dual copy indicator. Possible options are:

= DUPLEX PAIR AVAILABLE

= DUPLEX PAIR PENDING

= FAILED DUPLEX

= SUSPENDED DUPLEX

= DUPLEX NOT ACTIVE

= UNKNOWN
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DASD Cache Workspace (cont)

» The number of fast write I/O requests per second over this storage director
» The total fast-write rate per second (cache fast write + DASD fast write).

» The percentage of fast-write read requests

» The percentage of fast-write read requests that did not need DASD access

» The sum of normal, sequential, and fast write (for IBM DASD subsystems only)
I/O requests, per second (read + write

» The number of inhibit cache load requests per second.

» The name assigned to the logical partition

» The percentage of nonsequential DASD to cache transfer operations

» The nonsequential read rate (read normal + read cache fast write), per second
» The number of normal I/O requests, per second, over this storage director

» The percentage of normal read requests

» The normal read percentage. That is, the percentage of read requests that did
not need DASD access

» The overall percentage of read requests (normal, sequential, and fast write) to
the total I/O activity of the device
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DASD Cache Workspace (cont)

>

The overall percentage of read hits. That is, the percentage of read requests that did not
need DASD access (normal, sequential, and fast write)

The percentage of sequential DASD to cache transfer operations.
The number of sequential 1/0O requests, per second, over this storage director

The percentage of sequential read requests. That is, the percentage of read requests that
did not require DASD access

The percentage of sequential read hits
The sequential read rate (read sequential) per second.

3880-13/23 storage director ID. For IBM DASD subsystems, the last two hexadecimal
digits of the service set identifier (SSID) will be inserted

The number of timeouts that occurred while waiting for data from the control unit

The total I/O rate, per second, for the disk as it is recorded by the cache control unit. That
is, where multiple systems are connected to one control unit, the total I/0O activity from all
systems is shown

The 1/O rate per second, as indicated by subchannel measurement block data for the
system that does the monitoring

The overall percentage of write hits to write requests. On 3880 control units, this refers to
"write normal” hits
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Control Unit Cache Workspace
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Control Unit Cache Workspace

» The average connected time, in milliseconds.

» The average disconnected time, in milliseconds.

» The average function pending time, in milliseconds

» The average percentage of read hits

» The average response time, in milliseconds, for the device.
» The average service time, in milliseconds

» The average percentage of write hits, for DASD and cache fast write
operations

» The average busy percentage for all connected disks
» The total I/O activity as it is recorded by the cache control unit

» The average percentage of cache fast-write operations, based on the sum of
all write operations

» The average percentage of cache fast write hits
» The type and model of the control unit
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Control Unit Cache Workspace (cont)

» The average percentage of DASD fast write hits

» The average percentage of DASD fast-write operations, based on the sum of
all write operations

» The total fast-write rate per second

» The total nonsequential read rate per second.

» The amount of nonvolatile storage that is available
» The size of configured nonvolatile storage

» The average percentage on read operations, based on the sum of read and
write

» The total sequential read rate per second.

» The total I/O activity as determined from count fields in the subchannel
measurement blocks of the system that does the monitoring

» The subsystem identifier for the control unit
» The amount of cache storage that is available
» The size of configured cache storage
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Spin Locks Workspace
m
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Spin Locks Workspace

v Vv Vv VvV Vv V9

v Vv Vv VvV VvV Vv v

The name of the data space

The virtual device number of the VDISK

The number of locked data space pages

The number of links to the virtual disk

The number of slots occupied on auxiliary storage

The number of data space pages moved from central storage to expanded storage, per
second

The number of data space pages read from DASD, per second
The number of data space pages stolen per second

The number of data space pages moved from expanded storage to central storage, per
second

The number of data space pages migrated from expanded storage to DASD, per second
The number of data space pages written to DASD, per second

The number of data space pages resident in central storage

The user ID of the owner of the VDISK

The size of the VDISK,

The virtual 1/O rate, per second, to the VDISK

The number of XSTORE blocks occupied by the data space
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Virtual Disk Workspace
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Virtual Disk Workspace

v Vv Vv VvV VvV VvV VY

The name of the data space

The virtual device number of the VDISK

The number of locked data space pages

The number of links to the virtual disk.

The number of slots occupied on auxiliary storage

The number of data space pages moved from central storage to expanded storage, per
second

The number of data space pages read from DASD, per second
The number of data space pages stolen per second

The number of data space pages moved from expanded storage to central storage, per
second

The number of data space pages migrated from expanded storage to DASD, per second
The number of data space pages written to DASD, per second

The number of data space pages resident in central storage

The user ID of the owner of the VDISK

The size of the VDISK

The virtual 1/O rate, per second, to the VDISK

The number of XSTORE blocks occupied by the data space
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Linux on zSeries Primary Workspaces

= Linux OS

= Capacity Usage

= Disk Usage

= File Information

= Network

= Process

= System Information
= Users
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Linux OS
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Linux OS Workspace
= Linux OS Workspace

» This workspace displays overall system data for the Linux system

= Linux OS

= Description

» Bar chart showing the percentages of CPU usage, by user CPU, user nice,
system, and idle categories

» Bar chart showing the number of transfers per second that were issued to each
device

» Bar chart showing the load on the system's processor during the
previous one, five, and fifteen minutes
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Capacity Usage

= [apacily Lsage Informedion - PHEMAS - SYSADRITS  YACMIN HINHES ] = =] =]
Fie Bl 'Wisw Hip

G JOHEERER+ 80 2004 LTl EE@Y @OBWE.A

s = W I"-yni ;I mE BT ek St | i
[& Eramroees —
= L Sysera
=y vrirecin pe=z
- i L 55 —
Ay Tappcees b hu K
4
Mbsctimsdnt
| B 1
Dl tapm skl Pt ok ot Bevng &=g
R Lirni e tL = 0o kil Pl B o wors ol Fiaba
| = A Lirn. Spale WG U Ftruasi B0 aps smbil Falt B s gy Mgk
it L veadrcett W 2pa=a Smadabi Fazarl o arm ekl F ook ot P e Aatn

Current Disk Usage Disk Usage SAverages

Duiss Mame

Meddazdal | 1 | [ 0 AFMANE B3 | [ a

Mesdmagperpenl sl | ey 84 | [ @ OFmANEE a3 | ajn i} L] I}

tagts o] ] 0] B OFAMNE 910 | a0 o [0 i

prae 0] i 0] G LR [ o 0 i

Imprs 0 (] ] 9 O7ANE D9 634 a0 ] ] ]

[ [ Hub Time: The, 07MA0ME (935 40 QR Server Svailabin [ Cazatiy Usage iiarmaton - PHKMEN - EVSADMIN "ADWH NODE"

Wstot| | 8 S E W || aouws | &= | B renege st nterpst... | ElcowssndProngt ()| Bllsessona-24xm] | | amen
H=a Blwwaions Tesk g | [E - |51 Capacity uesge e # Joocument: - Pcroso. sdBEe

© 2009 IBM Corporation




| Tivoli Solutions

Capacity Usage Workspace

= Capacity Usage Information Workspace

>

This workspace displays the health of your system by providing CPU, disk, and swap
space usage statistics.

= Description

4
4

v Vv Vv VvV VvV Vv v

The name of the physical disk partition where the file system is mounted.
The amount of disk space currently in use on a file system, expressed in megabytes.

The amount of unused space currently available to non-superusers on a file system,
expressed in megabytes.

The bytes per hour of disk usage over the last sample period.

The bytes per hour rate that represents the high water mark of disk usage.

The date and time that the disk usage reaches a high water mark

The bytes per hour of disk usage averaged over all previous samples.

The number of days until the disk is full based on the moving average rate of disk usage.
The number of days until the disk is full based on the current rate of disk usage.

The number of days until the disk is full based on the disk usage rate that represents the
low water mark.

The number of days until the disk is full based on the peak rate of disk usage.
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Averages Workspace

= CPU Averages Workspace

>

This workspace displays the average CPU usage and shows trends that might indicate
whether the usage is increasing

= Description

»

v VvV VvV VvV VvV VvV VvV VvV VvV VvV v v

The number of days until CPU Usage Moving average hits 100% rate.

The current average of CPU usage, expressed as a percentage.

The moving average of CPU usage, expressed as a percentage

The current average of the user nice CPU time, expressed as a percentage
The moving average of the user nice CPU time, expressed as a percentage.
The current average of the user CPU time, expressed as a percentage.

The moving average of the user CPU time, expressed as a percentage.

The current average of the system CPU time, expressed as a percentage

The moving average of the system CPU time, expressed as a percentage.

The current average of the system's idle CPU time, expressed as a percentage.
The moving average of the system's idle CPU time, expressed as a percentage.
The current average of the wait CPU time, expressed as a percentage.

The moving current average of the wait CPU time, expressed as a percentage.
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Virtual Memory Usage Trends Workspace
= Virtual Memory Usage Trends Workspace

» This workspace displays information about current memory usage and usage
and swap space usage trends
= Description
» The moving average of total swap space, expressed in megabytes.
» The moving average of swap space used, expressed in megabytes
» The swap space usage rate, expressed in bytes per hour.

» The predicted number of days until swap space is completely used (moving
average).

» The minimum number of days until swap space is completely used (peak rate
based).

» The lowest level that free real memory has reached, expressed in kilobytes.
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Disk Usage Workspace

= Disk Usage Workspace

»

This workspace displays information about the health of storage space within your
monitored systems

= Description

»

v Vv Vv Vv

v Vv Vv Vv

The path name of the directory to which a file system is mounted. This is the virtual name
for the directory.

The name of the physical disk partition where the file system is mounted
The total size of a file system, expressed in megabytes.
The amount of disk space currently in use on a file system, expressed in megabytes

The amount of unused space currently available to non-superusers on a file system,
expressed in megabytes

The number of inodes allocated on a file system
The number of inodes currently allocated to files on the file system.
The number of inodes currently available on your file system.

The space currently used on the file system, expressed as a percentage of the sum of
used and available space.

The percentage of inodes currently allocated to files, calculated by dividing the Inodes
Used value by the Total Inodes value.

The file system type, such as hsfs, nfs, tmpfs, and ufs.

The amount of unused space currently available to non-superusers on a file system,
expressed as a percentage.
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File Information Workspace
= File Information Workspace

» This workspace displays information about the top ten files in size on your
system
= Description

» The path name of the directory to which a file system is mounted. This is the
virtual name for the directory.

» The name of the file

» The size of the file in megabytes

» The owner of the file

» The group that the file belongs to

» The date of the last time the file was changed
» The date of the last time the file was accessed
» Then number of links to the file

» The access permissions for the file

» Whether the file is a file or a directory

» The link name of the file
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All Files Information Workspace
= All Files Information Workspace

» This workspace displays information about all the files on your system

= Description

» The path name of the directory to which a file system is mounted. This is the
virtual name for the directory.

» The name of the file

» The size of the file in megabytes

» The owner of the file

» The group that the file belongs to

» The date of the last time the file was changed
» The date of the last time the file was accessed
» Then number of links to the file

» The access permissions for the file

» Whether the file is a file or a directory

» The link name of the file
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= Network Workspace

»

This workspace displays information about the network components within your monitored systems

= Description

VW Vv VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV vV VvV VvV VvV v v v

The Dynamic Name Server (DNS) entry associated with the IP address of the network interface.

The Internet Protocol (IP) address of the network interface.

An indication of whether or not a network interface is currently available

The number of times during the sampling period that a packet transmitted by the network interface collided with another packet.
The number of times a packet collided with another packet per minute.

Of the total number of packets transmitted in this sample period, the percentage involved in a collision.
The number of input FIFO buffer overruns that occurred during the sampling period.

The number of carrier losses that occurred in the interface

Of the total number of packets received and transmitted, the percentage that were in error during this sample period.
The number of packets with errors received per minute by the interface.

The number of packet transmission errors per minute during the monitoring interval.

The number of packets received with errors in the interface.

The number of packets packet transmission errors in the interface.

The number of packet framing errors that occurred in the interface.

The number of packets received by the interface during the sampling period

The number of bytes received per second by the interface.

The number of kilobytes transmitted by an interface since boot time.

The number of bytes received per second by the interface.

The number of packets received by the interface during the sampling period.

The number of packets received per second by the interface.

The number of input packets dropped by the device driver.

The number of output packets dropped by the device driver.

The number of output FIFO buffer overruns that occurred during the sampling period.

The number of packets transmitted by the interface during the sampling period.

The number of packets transmitted per second by the interface.

The maximum packet size (in bytes) for the specified network interface
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Sockets Information Workspace

= Sockets Information Workspace

» This workspace displays information about the socket connections within your
monitored systems
= Description

» The user name associated with the user ID that owns or started the socket
connection.

» The local port number.

» Protocol used by the socket.

» The count of bytes not copied by the user program connected to this socket.
» The count of bytes not acknowledged by the remote host.

» The address of the local end of the socket, presented as a dotted IP address.

» The local port number translated to a service name from the etc/services
subdirectory.

» The address of the remote end of the socket.
» The state of the socket.

» The user ID of the owner of the socket.

» The inode used by the socket.

» The number of the foreign port.
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RPC Statistics Workspace
= RPC Statistics Workspace

» This workspace displays statistics on the number and type of remote procedure
calls being made to the server and clients

= Description

» The total number of calls made to the server (both valid and not valid).

» The number of calls made to the server, which were rejected.

» The number of packets that were received at the server with authorizations that
were not valid.

» The number of packets that were received at the server, which had client
requests that were not valid

» The number of packets that were received at the server with header records
that were not properly formatted.

» The number of calls to the server made by the server's clients.
» The number of client calls that needed to be transmitted again.
» The number of times the authentication of a client was refreshed.
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NFS Statistics Workspace

= NFS Statistics Workspace

»  This workspace displays statistics on the operations involving the Network File System
= Description

»  The location of the origin of the call in the Network File System.
» The software version associated with the NFS server.
»  The number of calls made to the NFS server from NFS clients which contained no data
»  Of the total number of calls made to the NFS server, the percentage that contained no data.
»  The number of calls made to the NFS server which contained a get attribute (getattr) operation.
»  Of the total number of calls made to the NFS server, the percentage that contained get attribute (getattr) operations.
»  The number of calls made to the NFS server which contained a set attribute (setattr) operation.
»  Of the total number of calls made to the NFS server, the percentage that contained a set attribute (setattr) operation.
»  The number of calls made to the NFS server which contained root calls.
»  Of the total number of calls made to the NFS server, the percentage that were root calls
»  The number of read directory plus (readdirplus) calls made to the NFS server to return the name, the file ID, attributes, and file handle.
»  The number of total calls and percentage of calls that were:
= Lookups
= Read link
= Read
= Write cache
= Writes

= File creates

= Remove files

= Rename files

= Link

= Symbolic link

= Make directory

= Remove directory
= Read directory

= File system statistics
= Access

= Make node

= File system info

= Pathconf

= Commit
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Process Workspace

= Process Workspace

»
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This workspace displays the health of specific processes within your monitored systems

Description

The name of the process command.

The identifier of the process.

The identifier for the parent process.

The state of the process (Sleeping, Disk, Running, Zombie, Trace, Dead, or N/A).

The percentage of CPU time spent in kernel mode by process.

The percentage of CPU time spent in user mode by process.

The percentage of cumulative CPU time spent in kernel mode by process.

The percentage of cumulative CPU time spent in user mode by process.

The kernel scheduling priority.

The standard Linux nice level.

The number of pages that the process has in real memory.

The number of pages the process has in real memory.

The number of pages of shared (mmap'd) memory.

The number of pages of text resident (mmap'd) memory.

The number of pages of shared (mmap'd) memory.

The size of the data set based on the number of pages.

Pages that have been modified (dirty) in buffer (main memory), but not yet copied to the cache
The data size (in kilobytes) of the virtual memory.

The size (in kilobytes) of locked pages of the virtual memory

The data size (in kilobytes) of the virtual memory.

The stack size (in kilobytes) of the virtual memory.

The executable size (in kilobytes) of the virtual memory.

The library size (in kilobytes) of the virtual memory.

The total number of minor page faults (including child processes) since the start of the process.
The total number of major page faults (including child processes) since the start of the process.
The process command line string.

The ID of the process CPU.

Of the total system CPU usage, the percentage that was user CPU usage.
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Process User Workspace

= Process User Workspace
» This workspace displays process owners of your monitored Linux system and details their
usage
= Description
The identifier associated with the process.
The identifier of the effective user.
The identifier of the saved user.
The identifier of the file system user.
The identifier of the real group.
The identifier of the effective group.
The identifier of the saved group.
The identifier of the file system group.
The name of the effective user.
The name of the saved user.
The name of the file system user.
The name of the real group.
The effective group name.
The name of the file system group.

VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV v v

The name of the saved group.
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System Information Workspace

= System Information Workspace
» This workspace displays data associated with CPU usage, system loads, and process
creation
= Description
The number of context switches per second.
The percentage change in the number of context switches per second.
The number of processes created per second.
The percentage change in the number of processes per second.
The current number of users logged in.
The load on the system for the last minute.
The load on the system for the last five minutes.
The load on the system for the last fifteen minutes.
The system uptime in number of seconds.
The total number of pages paged in.
The total number of pages paged in per second.
The total number of pages paged out.
The total number of pages paged out per second.
The total number of pages swapped in.
The total number of pages swapped in per second.
The total number of pages swapped out.
The total number of pages swapped out per second.
The total number of pages faults per second (both major and minor).
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Virtual Memory Workspace
= Virtual Memory Workspace

» This workspace displays data associated with memory usage.

= Description
» The total size (in megabytes) of swap space.
» The size (in megabytes) of swap space used.
» The size (in megabytes) of swap space free.
» The total size (in megabytes) of physical memory.
» The size (in megabytes) of physical memory used.
» The size (in megabytes) of physical memory free.
» The size (in megabytes) of physical memory shared.
» The size (in megabytes) of physical memory in buffers.
» The size (in megabytes) of physical memory cached.
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Disk I/0O Rate Workspace
= Disk I/O Rate Workspace

» This workspace displays input/output statistics, including the transfer rates,
block read rates, and block write rates
= Description
» The name of the device as it appears under the dev subdirectory.
» The number of transfers per second that were issued to the device.

» The amount of data read from the drive expressed in a number of blocks per
second.

» The amount of data written to the drive expressed in a number of blocks per
second.

» The total number of blocks read.

» The total number of blocks written.

» The major number of the device.

» The distinctive minor number for device.
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Disk I/O Extended Rate Workspace
= Disk 1/O Extended Rate Workspace

» This workspace displays input/output statistics and calculations

= Description

» The name of the device as it appears under the dev subdirectory.

» The number of read requests merged, per second, that were issued to the
device.

» The number of write requests merged that were issued, per second, to the
device.

» The number of read requests that were issued, per second, to the device.

» The number of write requests that were issued, per second, to the device.

» The number of sectors read, per second, from the device.

» The number of sectors written to the device, per second.

» The average size (in sectors) of the requests that were issued to the device.
» The average queue length of the requests that were issued to the device.

» The average time (in milliseconds) for 1/O requests issued to the device to be
served.

» The average service time (in milliseconds) for |/O requests that were issued to
the device.

» Percentage of CPU time during which I/0 requests were issued to the device.
NN - © 2009 IBM Corporation
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System Configuration Workspace
= System Configuration Workspace

» This workspace displays information about CPU usage, the processor's
configuration, and operating system level
= Description
» The identification number of the processor.
» The size of the processor cache in kilobytes.
» The speed of the processor clock in megahertz.
» The family number of the processor.
» The model number of the processor.
» The model name of the processor.
» The identification of the processor's vendor or manufacturer.
» The name of the host system.
» The version of the GNU Compiler Collection (GCC) used to compile the kernel.
» The name of the operating system.
» The name of the operating system's vendor or manufacturer.
» The version of the operating system.
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