
1

Linux on System zLinux on System z
What to do when there is a problemWhat to do when there is a problem

Session L17
IBM System z9 and zSeries Expo Orlando 2006

Oct. 9-13

Ursula Braun (braunu@de.ibm.com)
IBM Development Lab, Boeblingen, Germany 



2
TrademarksTrademarks

The following are trademarks of the International Business Machines Corporation in the United States and/or other countries.
Enterprise Storage Server
ESCON*
FICON
FICON Express
HiperSockets
IBM*
IBM logo*
IBM eServer
Netfinity*
S/390*
VM/ESA*
WebSphere*
z/VM
zSeries
* Registered trademarks of IBM Corporation
The following are trademarks or registered trademarks of other companies.
Intel is a trademark of the Intel Corporation in the United States and other countries.
Java and all Java-related trademarks and logos are trademarks or registered trademarks of Sun Microsystems, Inc., in the 
United States and other countries.
Lotus, Notes, and Domino are trademarks or registered trademarks of Lotus Development Corporation.
Linux is a registered trademark of Linus Torvalds.
Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.
Penguin (Tux) compliments of Larry Ewing.
SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.
UNIX is a registered trademark of The Open Group in the United States and other countries.
All other products may be trademarks or registered trademarks of their respective companies.



3
AgendaAgenda

A customer scenario – The customer problem !
Collect Information about Problem and Setup

Problem description

Hardware setup/Infrastructure

Linux & z/VM setup information

Handle a Linux Crash
Linux dump (z/VM and LPAR)

Crash & Lcrash

Debug a performance problem
Linux messages & s390dbf

Sysstat

Perfsvm and raw monitor data

DASD statistics and tunedasd
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Task: backup clients every night on TSM Server
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The customer problemThe customer problem
The customer:

“Our backup clients lost connection to the TSM server for 
several minutes during the overnight backup. Therefore 
the clients are not able to finish their backups. Please 
help us !!”
You:

What do you think ? Where is the problem !!
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  A problem appearsA problem appears

Get as much information as possible about the circumstances:
What is the problem ?

When did it appear (Date, Time) ?

Where did it appear (on which systems) ?

How frequently does it appear ?

Have I changed something ?

Has somebody else changed something ?

Is it a problem ?

Is it reproducible ?

Write down as much information as possible about the problem !
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Describe your problem and setupDescribe your problem and setup
Describe your problem:

“Our backup clients lost connection to the TSM server for several minutes 
during the overnight backup. Therefore the clients are not able to finish 
their backups. The problem appears only during our overnight backups. 
Another problem we observed is a system crash during enabling the 
OSA layer 2 feature” 

Describe your setup:

“We are running a TSM Server 5.1 under SLES8 SP3. The Linux runs 
under z/VM 5.1. The Disk attachment is an IBM DS8000 storage server 
connected with 8 FICON channels to the z9 box. A picture about our 
networking structure is attached”

What changed ?

“It happens every night since we have moved our TSM environment from a 
z990 to a z9 system. We also have migrated our disk attachment from 
an ESS800 to a DS8000 system. The Operating system and Software 
levels have not changed.”
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Collect information about HW setupCollect information about HW setup

Machine Setup
Machine type (z9 s38, z990 ...)

Storage Server (ESS800, DS8000)

Storage attachment (FICON, ESCON, FCP, how many 
channels)

Network (OSA (type, mode), Hipersocket, zVM GuestLAN)

...

Infrastructure setup
Clients

Other Computer Systems

Network topologies

...
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Collect technical setup information Collect technical setup information 
Linux:

Run script dbginfo.sh (part of the s390-tools package in SUSE)

RedHat does not include it yet

s390-tools package can be downloaded at our developer works page  

dbginfo.sh captures the following information:
/proc/[version,cpuinfo,meminfo,slabinfo,modules,partitions,devices ...]
System z specific device driver information: /proc/s390dbf
Kernel messages: /var/log/messages
Config files /etc/[ccwgroup.conf,chandev.conf,modules.conf,fstab]
Several commands: ps, vgdisplay, dmesg
Will be enhanced in the future

DASD setup 
/proc/dasd/devices or lsdasd (part of s390-tools package)
In case of LVM: lvdisplay, vgdisplay 
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Collect technical setup information Collect technical setup information 
Linux:

Draw a picture of your network setup if possible

Run lsqeth (part of s390-tools package)
t2930036:~ # lsqeth
Device name                     : eth0
---------------------------------------------

        card_type               : OSD_1000
        cdev0                   : 0.0.f5f0
        cdev1                   : 0.0.f5f1
        cdev2                   : 0.0.f5f2
        chpid                   : 76
        online                  : 1
        portname                : OSAPORT
        portno                  : 0
        route4                  : no
        route6                  : no
        layer2                  : 0
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Collect technical setup information Collect technical setup information 
z/VM:

Release and service Level: q cplevel
Network setup: q [lan, nic, vswitch, v osa]
General/DASD: q [set, v dasd ...]
Issue above commands in 3270 console or use vmcp or hcp in 
Linux

t2930036:~ # modprobe vmcp
t2930036:~ # vmcp 'q cplevel'
z/VM Version 5 Release 2.0, service level 0501 (64-bit)
Generated at 01/18/06 06:48:57 CET
IPL at 01/18/06 07:22:09 CET

t2930036:~ # hcp 'q cplevel'
z/VM Version 5 Release 2.0, service level 0501 (64-bit)
Generated at 01/18/06 06:48:57 CET
IPL at 01/18/06 07:22:09 CET
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What's next ?What's next ?

Customer actually reported 2 problems:
● Linux crash during enabling OSA layer 2

● Linux crash dump necessary
● TSM backup to slow

● Analysis of delivered setup data
● Performance analysis necessary 
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DumpDump
Necessary packages:

● s390-tools
● Lkcd (SUSE)
● Crash (RedHat)

● Starting with RHEL 4 
U3
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Dump with z/VM vmdump commandDump with z/VM vmdump command

First method to come up with a dump for a zVM Linux 
Create dump

#cp vmdump
System stops only for dump process !
 IPL CMS: 

#cp i cms
Receive dump from reader into CMS dump file:

dumpload
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Dump with z/VM ... (cont.)Dump with z/VM ... (cont.)
Upload dump from CMS disk to Linux guest

Put to Linux (z/VM ftp client: bin, locsite fix 80)

Get from z/VM (Linux ftp client: bin, quote site fix 80)

Convert dump created with vmdump to Linux dump 
format with Linux command  vmconvert
t2930036:~/dump # vmconvert -f dump_vmdump_format -o 

dump_linux_format
vmdump information:
  architecture: 64 bit
  date........: Fri Jan 13 16:24:37 2006
  storage.....: 1024 MB
  cpus........: 2
  1024 of   1024 |

##################################################| 100%
'dump_linux_format' has been written successfully.
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Dump on dump deviceDump on dump device
Second method to come up with a dump for a zVM Linux 
Prepare dump device in Linux, if possible on 64Bit 
environment:
zipl -d /dev/<dasd>
After Linux crash issue these commands on 3270  console:
#cp cpu all stop
#cp store status
#cp i <dasd_cuu>
Wait until dump is saved on device: disabled wait appears
Attach dump device to a Linux guest with dump tools 
installed
Store dump to Linux filesystem from dump device:
zgetdump /dev/<dasd> > dump_file
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Dump with LPARDump with LPAR
Prepare dump device in Linux, if possible on 64Bit 
environment:
zipl -d /dev/<dasd> 3.) Check for

disabled wait 

2.) IPL from 
     dump Device
     (load type 

“normal”,
      store status 

selected)
4.) IPL Linux again

1.) Stop CPU(s)
     (after LPAR 
      selection !)  
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Store Dump in LinuxStore Dump in Linux

Attach dump device to Linux guest
Store dump to Linux fs from dump device:

t2930035:~ # zgetdump /dev/dasdb1 > dump_file
Dump device: /dev/dasdb1
>>>  Dump header information  <<<
Dump created on: Wed Feb 22 14:43:44 2006
Magic number:    0xa8190173618f23fd
Version number:  2
Header size:     4096
Page size:       4096
Physical memory: 134217728
Number of pages: 32768
cpu id:          0xff00012320948000
System Arch:     s390x (ESAME)
Build Arch:      s390x (ESAME)
>>>  End of Dump header  <<<
Reading dump content ................................
Dump End Marker found: this dump is valid.
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Load dump with lcrash or crashLoad dump with lcrash or crash
Check if dump is loadable with lcrash (SUSE) 
or crash (RHEL4 U3):

lcrash /boot/System.map-2.6.5-7.244-s390x    
dump_linux_format 

   /boot/Kerntypes-2.6.5-7.244-s390x

crash -S /boot/System.map-2.6.5-7.244-s390x
   /boot/vmlinux
   dump_linux_format

Vmlinux: Kernel compiled with debug information.
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Send dump to Linux supportSend dump to Linux support

Send the following files to IBM support team:
Dump in Linux format

System.map
Contains kernel addresses of all functions and data structures 
used in the kernel

Kerntypes (only for SUSE)
Contain information about all variable and their type used in the 
kernel

Vmlinux (only for RedHat)
Kernel with debug information (only RedHat)

Keep dump in case of transfer errors to IBM service !
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More information about Dump toolsMore information about Dump tools
lcrash
http://lkcd.sourceforge.net/
crash
http://people.redhat.com/anderson/crash_whitepaper/

Lcrash has build in help feature:

help s390dbf

COMMAND: s390dbf [-w outfile] [-v] [debug_log] [debug_log view]

    Display Debug logs:

    + If called without parameters, all active debug logs are 
listed.

   ...

http://lkcd.sourceforge.net/
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Check Kernel messagesCheck Kernel messages
Check /var/log/messages or runtimeout in dbginfo.sh 
output

Qeth device driver does not get a 4k kernel memory page 
for incoming data packages (gfp=0x20 = GFP_ATOMIC )
Packets dropped
Network hangs
Check network device driver debug messages
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Device driver debug messagesDevice driver debug messages
Located in /proc/s390dbf or /sys/kernel/debug/s390dbf, 
can be collected with dbginfo.sh
Contains detailed info from device drivers (sprintf or 
hex_ascii) depending on the trace level (level)
Can be reset with flush
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Device driver debug messagesDevice driver debug messages
Increase trace level of s390dbf (e.g. qeth,qeth device driver)
Before problem appears
for i in /proc/s390dbf/q*/level; 
do 

echo 6 > $i;  
done
Capture data from s390dbf (e.g qeth,qdio device driver)
Shortly after problem appears because s390dbf is a 
ringbuffer
for i in /proc/s390dbf/q*/*; 
do 

echo $i >>outfile; 
cat $i>>outfile; 

done
Send outfile to IBM



27

S390dbf outputS390dbf output
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S390dbf from customerS390dbf from customer
==> /proc/s390dbf/qeth_trace/hex_ascii <==
01132180673:456679 0 - 00 788606ba  4e 4f 4d 4d 20 20 20 38 | NOMM   8
01132180673:456810 0 - 00 788606ba  4e 4f 4d 4d 20 20 20 38 | NOMM   8
01132180673:456936 0 - 00 788606ba  4e 4f 4d 4d 20 20 20 38 | NOMM   8
...    
/usr/src/linux/drivers/s390/qeth.c
} else {        skb=qeth_get_skb(length);
                if (!skb) goto nomem;}
nomem:
        sprintf(dbf_text,"NOMM%4x",card->irq0);
        QETH_DBF_TEXT0(0,trace,dbf_text);
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Next stepsNext steps

Kernel messages show 0-order allocation problems
Network device driver debug data show error 
conditions about insufficient memory for incoming 
packets, therefore network device driver cannot store 
received packets

Find out what causes the memory problem
Get Linux system data
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Linux performance data - sysstatLinux performance data - sysstat

Capture Linux performance data with sysstat package
Consists of System Activity Data Collector (sadc) and
System Activity Report (sar) command
Sadc example (for more see man sadc)
/usr/lib/sa/sadc <interval> <count> <binary outfile>
/usr/lib/sa/sadc 5 10 sadc_outfile
Sar example (for more see man sar)
sar -A -f sadc_outfile     --> Analyse files from sadc
sar -B <interval> <count>  --> realtime Paging rate

Please send the binary sadc and sar -A output to IBM 
service team
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Systat output from customerSystat output from customer

1.Memory paging: pgpout means pages dropped
                pgpin   means pages load into memory

2.Block I/O: tps - transfers per second
         rtps - read tps

wtps - write tps
bread - block read per second (x 4KByte) 
bwrtn - block writes per second (x 4KByte)

1

2
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Linux performance data – iostatLinux performance data – iostat

Input/Output statistics for devices and partitions.
 iostat -dkx

Await: average time (ms) for I/O req. in queue + time to service them
Svct: average time (ms) for I/O req. issued to device 
(time spend outside of Linux)
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Next stepsNext steps

Sysstat data shows high memory and Disk activity
Iostat shows extreme high service time with up to 100 ms for 
servicing an I/O request. Good values would be between 8-
15ms

Analyze z/VM performance data
See if z/VM reports the same bad service times
First Problem Analysis: 

System run out of memory because incoming data cannot written fast 
enough to Disk attachment, Reason maybe long service times

Network device driver does not get memory to store incoming packets

Network hangs

TSM backup slow down
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z/VM Monitor data – capture z/VM Monitor data – capture 
http://www.vm.ibm.com/perf/tips/collect.html

5 Steps to get raw monitor data

Create a monitor DCSS (Discontinuous saved segment)

Setup userid to issue monwrite command

Starts and configure monitor

Start monwrite

Start your test

Stop monwrite and save data

Transfer Monitor Data in binary mode with blocksize of 4096

Collect HIST LOG data:        fcontrol moncoll perflog on
Histlog data are stored on your A disk

Transfer Histlog Data in binary mode with blocksize of 1468

Note: Linux offers monitor stream support for z/VM 

          ===> capture Linux data for z/VM Monitor
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z/VM performance data – readz/VM performance data – read

Load z/VM raw Monitor data with Performance toolkit
Logon to perfsvm user

Attach disk with raw monitor data

Stop real time monitor:     fcontrol moncoll dcss off
Read raw monitor data into perfkit
monscan disk <fn> <ft> <fm> [ from <hh:mm> ]

Start “Realtime” Monitor
Logon to perfsvm user

Start Performance toolkit if not done automatically:     perkit
Start Monitor:     mon

Same interface for “Real time Monitor” and Raw Monitor data 
analysis

Note: Linux offers z/VM *MONITOR record reader device driver

         ===> read z/VM performance data from Linux
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Performance Toolkit Book SC24-6136:
http://www-03.ibm.com/servers/eserver/zseries/zos/bkserv/zvmpdf/zvm52.html
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Be alerted when >700/s; see 2 GB problem descr.:
http://www.vm.ibm.com/perf/tips/2gstorag.html

XSTORE even with 64 Bit z/VM necessary !
Rule: 25% of Main storage should be XSTOR
(e.g. 4 GB=3GB central + 1 GB XSTOR)
http://www.vm.ibm.com/perf/tips/storconf.html

http://www.vm.ibm.com/perf/tips/2gstorag.html


39

Resp: Service time plus the time during which an I/O req. was 
waiting to be started

Disc: Average time that the device remained disc. from channel 
while executing I/O request
(High values = overloaded path and/or long SEEK)

Serv: Sum of Function Pending (Pend), Connected (Conn) and 
Disconnect (Disc) time

Good response time values are between 5-12 ms
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DASD statistics with LinuxDASD statistics with Linux

Check I/O times from a Linux point of view to see if they 
match with z/VM data
Linux DASD statistics – shows I/O statistics for the whole 
system
enable: echo set on > /proc/dasd/statistics
disable: echo set off > /proc/dasd/statistics
reset: turn off and on again
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/proc/dasd/statistics/proc/dasd/statistics
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DASD statistics per deviceDASD statistics per device
Tunedasd is part of s390-tools package and shows DASD 
statistics per device
echo set on > /proc/dasd/statistics
tunedasd -P <device>
Output format same as cat /proc/dasd/statistics 
Tunedasd can also change storage server caching behavior
get caching behavior:
tunedasd -g /dev/dasda1
set caching behavior:
tunedasd -c sequential /dev/dasda1
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Final problem analysisFinal problem analysis
z/VM Monitor data and Linux I/O statistics show very high Disc I/O 
response times
Channel load utilization is around 20%
Problem seems to be in the disk attachment !
How does this fit with our network problem ?

TSM tries to write backup data from the connected clients to TSM 
storage pools

Data stored in the main Linux memory and flagged as “dirty” 
because it must be written to the TSM storage. Therefore Linux 
will not swap this data !

Linux runs out of memory because write I/O is to slow

Network driver cannot get memory to store incoming packets

Network hangs



44

Next stepsNext steps
Speak with your Hardware people about errors in the 
storage attachment (Storage server, Cable, Switches ...) 
Speak with your Storage server admin about how DASD 
devices arranged in your Storage server:

http://www-128.ibm.com/developerworks/linux/linux390/
perf/tuning_rec_dasd_optimizedisk.html

Do some I/O benchmark measurements to reproduce 
the problem outside the production system. Open 
Source benchmark IOZone would be a good tool for our 
problem:

http://www.iozone.org/
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ConclusionConclusion

1.Describe your problem as detailed as possible.
2.Save as much information as possible about your 

environment.
3.Store a dump in case of a Linux crash.
4.Store performance data (sysstat, Monitor data) in case of 

performance problems.
5.Check all system components even if they do not appear 

within the problem area in the beginning
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LinksLinks
Check out Linux Development Developer Works Page for 

Documentation:
http://www-128.ibm.com/developerworks/linux/linux390/
april2004_documentation.html  

Device Driver, Features and Commands book
Using the Dump Tools
...

Tuning Hints&Tips
http://www-128.ibm.com/developerworks/linux/linux390/
perf/index.html
Useful addons
http://www-128.ibm.com/developerworks/linux/linux390/
useful_add-ons.html
Latest s390-tools package if not included in the Distro:
http://www-128.ibm.com/developerworks/linux/linux390/
s390-tools-1.5.3.html

http://www-128.ibm.com/developerworks/linux/linux390/
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Thank you !Thank you !


