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Abstracts

§ Linux Systems Management on zSeries
zSeries has unique Linux management capabilities that are 
integrated into z/VM and z/OS products and tools.
This session covers:

– z/VM toolkit and z/OS RMF for Linux performance monitoring with 
3270, Java, and browser user interfaces

– Console automation and Linux boot with Tivoli System Automation for 
z/OS or z/VM PROP

– Application High Availability with Tivoli System Automation for 
Multiplatforms (Scenarios: Apache and mySAP)

– How to notify TEC about cluster and application state changes and 
automation and operator actions

– How to use Tivoli Intelligent Orchestrator and Provisioning Manager to 
dynamically provision Linux systems running mySAP
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Agenda

§ Linux Systems Management on zSeries Overview
§ Console automation and Linux boot
§ Mainframe-like High Availability for Linux
§ Linux Disaster Recovery
§ Event management
§ Performance monitoring
§ Orchestration and Provisioning
§ z/VM Automation
§ Summary
§ Client Success Stories
§ Information
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zSeries : Complexity, Flexibility, Options

*s390.ibm.com/products/s390da/applications/guide.html

N e w    W o r k l o a ds 

zSeries Platform

Linux

z/OS z/VMLinux

JVM

PR/SM LPAR (up to 30 logical partitions)

Consolidate
Cluster/Parallel
File/Disk/Print

Appl.+DB

ERP
 

IMS
CICS

Siebel

Linux
Appl

Java
  &

EJB
Appl*WebSphere

e-commerce 

        business
appl.
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        action

DL/I
DB2
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System Management Considerations

§Skill level of Operators
§Maintaining High Availability
§ Integration
§End to End Solutions

– Same solutions on all platforms

– z/OS integration
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Optimization

Provisioning

Availability

Orchestration

BSM

§ Tivoli Provisioning Manager
§ Tivoli Configuration Manger 
§ Tivoli Identity Manager
§ Remote Control
§ Workload Schedular

§ Tivoli Monitoring Family
§ Tivoli Enterprise Console
§ Tivoli Storage Area Network Manager 
§ Tivoli Monitoring for Transaction Performance
§ Analyzer for Lotus Domino
§ OMEGAMON for Linux
§ NetView
§ Switch Analyzer

§ Tivoli Storage Resource Manager 
§ Tivoli Decision Support for OS/390 
§ WEB site Analyzer
§ WebSphere Application Server for z/OS
§ SANergy
§ San Manager
§ Storage Manager
§ Storage Resource Manager
§ System Automation for Multiplatforms

§ Tivoli Business Systems Manager
§ WebSphere Business Integration Family 
§ Tivoli Service Level Advisor

§ Tivoli Intelligent ThinkDynamic Orchestrator 
§ Intelligent Infrastructure Management Offerings
§ IBM Web Infrastructure Orchestration

Automation: Linux Support

Security
§ IBM Enterprise Identity Mapping
§ Tivoli Identity Management Family 
§ Tivoli Storage Manager Family
§ IBM Tivoli Directory Server
§ IBM Tivoli Directory Integrator 
§ Risk Manager
§ Privacy Manager
§ IBM Tivoli Compliance Manager



7 © 2004 IBM Corporation

Two Sides to Linux Management

Managing Linux as an Endpoint
(Tivoli calls this a client)

Linux as a Management Platform
(Tivoli calls this a server)

Managing 
Systems

Linux
Windows
Solaris
OS/400
z/OS
z/VM
Unix
AIX
…..

Managing 
Systems

Linux
Windows
Solaris
OS/400
z/OS
z/VM
Unix
AIX
…..

z/OS
AIX

Windows
Linux HP

Linux Linux 
Linux 
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http://www.vm.ibm.com/perf/perfprod.html

What if Linux is running on zVM, how do I manage that 
environment?

IBM Performance toolkit for VM S

Predict when service levels will be Unable to measure service levelsIBM Tivoli Service Level Advisor S

Quick root cause discoveryUnable to qualify impact of any problem.IBM Tivoli Business Systems Manager M

Automatically add capacity, on demandUnable to respond to changing demand on Servers and 
Network resources

IBM Tivoli Intelligent ThinkDynamic OrchestratorC

IBM Tivoli Provisioning ManagerC

Automatically recover server outagesMaintaining high availabilityIBM Tivoli System Automation for Multiplatforms S

Issue Linux commands from a z/OS toolIT staff with limited distributed tools skillsIBM Tivoli NetView for z/OS M

Remotely controlling problem systems.Difficult to reproduce customer problemsIBM Tivoli Remote Control S

Synchronize security data across enterpriseMismatch of security across enterpriseIBM Directory IntegratorC S

LDAP application identity managementLack of comprehensive application directoryIBM Directory ServerC S

Enterprise wide security policiesWho has access to what?IBM Tivoli Privacy ManagerC S

Controlled Web access to key applications Security concerns about web access to applicationsIBM Tivoli Access Manager for e-businessC S

Intrusion detection against cyber-attacksWeb Site taken down due to hacker attacksIBM Tivoli Risk ManagerC S

Monitor health and effectiveness of Web Unhappy with web site performanceIBM Tivoli Web Site AnalyzerC

Full cycle management of mySAP.comUnhappy with mySAP.com availabilityITM for ApplicationsC

Performance analysis of Domino ServerWhat is health of Domino ServerIBM Tivoli Analyzer for Lotus DominoC S

Centralized security management for OS/390 host and 
distributed systems

Complex security concerns for access to a mixed z/OS, 
OS/390, and Linux environment

IBM Tivoli Access Manager for Operating Systems CS 

IBM Tivoli Identity ManagerC

Rollout software fixes and applications from the central site.Long application or patch rolloutsIBM Tivoli Configuration ManagerC S

Common storage backup solution end-to-endLong restore times to recover a Linux fileIBM Tivoli Storage Manager (TSM) C S

IBM TSM for SANsC and for DatabasesC (Oracle)

Isolate problem to switch port/ card/ bladeUnable to isolate problems to the switchIBM Tivoli Switch Analyzer S

Web applications and servers monitoringManaging WebSphere on LinuxITM for Web InfrastructureC S

WebSphere MQ end-to-end monitoringManaging WebSphere MQ on Linux ITM for Business IntegrationC S

End user web based monitoring Monitoring end user response timeITM for Transaction PerformanceC S

Event correlation and TCP/IP managementLong problem resolution times and TCP/IP 
management

IBM Tivoli Enterprise ConsoleC S

IBM Tivoli NetViewC S

Tivoli Infrastructure: Gateway & TMR S

Centralized monitoring and control of systemsLinux system performance problems IBM Tivoli Monitoring (ITM) C S

One job scheduling for z/OS and Linux ServersMultiple job schedulers IBM Tivoli Workload SchedulerC S

ValueChallengesTivoli Management of Linux on zSeries 

http://www.vm.ibm.com/perf/perfprod.html
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IBM Monitoring of Linux on zSeries

zLinuxSwitch Analyzer

Event Correlation

Network Management
zSeries

Systems & 
Middleware

IBM Tivoli Enterprise 
Console

TCP/IP
IBM Tivoli NetView

z/
VM

IBM Tivoli 
Monitoring

VM Performance 
Toolkit

Systems, Database and 
Application Monitoring

Detailed
VM Performance

Integration with z/OS
Monitoring tools

OMEGAMON
For VM

OMEGAMON
For Linux

IBM RMF

z/
O

S z/OS & Linux  
Performance
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NetView for z/OS Leverages Linux on the zSeries

zLinux

NMC* 
Server

Switch Analyzer

NetView for z/OS Web Console
(Thin client)

Tivoli Enterprise Console
(Correlate Events)

NetView Distributed Console
(Integrated TCP/IP Services)

NetView Management Console
(Java Client for Topology)

zSeries

Systems & 
Middleware

* Included with NetView for z/OS

z/VM

NetView
for z/OS

RODM

WEB*
Server

Tivoli Enterprise 
Console

TCP/IP
NetView*

distributedMSM

z/
O

S
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IBM Automation of Linux on zSeries Environment

z/VM

Linux Linux Linux

IBM Tivoli NetView for z/OS
IBM Tivoli System Automation for z/OS

IBM Tivoli SA for Multiplatforms

IBM Tivoli Enterprise Console

IBM Tivoli Monitoring

z/VM Built-in Tools

IBM Tivoli Provisioning and Orchestration

zSeries Server
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Console automation and Linux boot
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© Copyright IBM 2002

Focal Point SA z/OS with Processor Operations

SA z/OS 
NetView
NMC GUI

9672

SESE

2074

Telnet
to 
2074

HMC TCP/IP 

SNA
LU 6.2

SA z/OS Processor Operations

§ External Automation 
At IML & IPL/Boot time

At runtime (status update)
§ Single Point Of Control

1 platform

For eServer consoles
§ Easy to Configure

by SA customization dialog
§ Ease of Use

Common commands for all 
supported hardware and OS: 
z/OS, Linux, z/VM, OS/390, 
VSE, TPF

z990

z/VM & Linux console automation and boot
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TCPIP

PSM

VM ProcOps

Receiver

Sender

Message
handler

Message
server

Command
server

Logger

Message
queue

CP

Guest system

Console
communication

Command
queue

TCPIP

PSM

VM ProcOps

Receiver

Sender

Message
handler

Message
server

Command
server

Logger

Message
queue

CP

Guest system

Console
communication

Command
queue

Architecture

•ProcOps Common commands (e.g. ISQCCMD target LOAD)
•CP command to guest virtual machine (e.g. ISQSEND target Q DASD)

•Command to OS running on guest virtual machine (e.g. ISQSEND target OC 
netstat –a)

•Messages from OS running on guest virtual machine (ISQ900I PSM.GUEST OC 
...)
•Messages from CP on guest virtual machine (ISQ900I PSM.GUEST OC ...)
•Messages from PSM (ISQ700I PSM SC ISQCS123W ...)
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Common Commands

§ ACTIVATE CP XAUTOLOG
§ CBU not supported for guest systems
§ DEACTIVATE CP FORCE
§ EXTINT CP EXTERNAL KEY
§ LOAD CP IPL
§ RESTART CP SYSTEM RESTART
§ START CP BEGIN
§ STOP CP STOP
§ SYSRESET CP SYSTEM RESET / SYSTEM CLEAR

Simplified!
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Entering Commands to a Guest System

§ Enter a command to guest operating system
ISQSEND LINUX02  OC  ps -ef

§ Enter a command to CP on guest machine
ISQSEND MVS2   SC   DISPLAY PSW
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Message Traffic from Guest Systems

§ Message from guest machine operating system
ISQ900I  PSM1. LINUX02 OC   Linux version 2.4.21-75-default 
(root@s390z06) (gcc version 3.2.2) #1 SMP Fri Oct 31 20:01:22 UTC 
2003

§ Message from CP on the virtual machine 
ISQ900I PSM1.MVS2  OC HCPGSP2627I The virtual machine is placed in 

CP mode due to a SIGP initial CPU reset from CPU 00.

§ Message from the PSM itself
ISQ700I PSM1 SC ISQCS0314E Message Handler has failed.
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Mainframe-like High Availability for Linux
Disaster Recovery



19 © 2004 IBM Corporation

IBM Tivoli System Automation for Multiplatforms provides
policy-based application and resource self-healing

Manages application availability by: 
§ Fast detection of outage through 

monitoring
§ Sophisticated knowledge about 

application components and their 
relationships

§ Quick and consistent recovery of failed 
resources and whole applications either 
in place or on another system in a AIX or 
Linux cluster

§ 64bit Support for zSeries Linux
– SLES7 & 8

§ Support virtual communications when 
running Linux on zSeries under z/VM
– HiperSockets, VM Guest LAN, CTC

Sys3Sys3
Sys2Sys2

RSCTRSCT

Resource M anagersResource Managers

System Automation ManagerSystem Automation Manager

Sys1

Sys3Sys3Application TCP/IP
Sys2Sys2Application TCP/IP

RSCTRSCT

Resource ManagersResource Managers

System Automation ManagerSystem Automation Manager

Status
Delegate

Heartbeat

Process

Application TCP/IP

Network

Sys1

Messaging
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IBM Tivoli System Automation for Multiplatforms
Policy

Appl A

DependsOn

Appl B

Represent a complex e-business application as a single 
group consisting of cluster-wide components 
– Simplified Operations

• Frees operators from remembering: 
§ Applications startup order
§ What needs to run where 

• Simple to Start, stop, and monitor
– Reduces operator interventions

§ Policy based automation
§ No programming skills required
§ Is used with xDR for Remote site disaster recovery

Subcluster A Subcluster B

Linux and AIX
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VM

zSeries Scenario: Apache Web Server /ServiceIP

System1 System2 System4

DependsOn

Web
Server

WebIP

WebRG

Start

WebIP

Web
Server

Web
Server

1,3,2,4

WebIP

1,3,2,4

Web
Server

System3

Web
Server

WebIP
Web

Server

WebIPWeb
Server

WebIP Web
Server

WebIP
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Example: mySAP® Enqueue Server HA

NodeNodeNodeNode

AppServer 
Inst

replicate ERS

NodeNode

ERS

ES MS
VIPA

replicate 

Policy Rule
§ES, MS, VIPA collocated

Policy Rule 
§ ES collocated to ERS if not 
offline

co
nn

ect 
connect 

ES MS
VIPA

Policy Rules
§ERS starts after ES
§ERS is anti-collocated to ES

Run in Screen Show Mode
RedPaper - mySAP Business Suite Managed by IBM Tivoli System Automation for Linux 

http://publib-b.boulder.ibm.com/Redbooks.nsf/9445fa5b416f6e32852569ae006bb65f/f9c4cb60a451c7ed86256d490056eebd?OpenDocument

http://publib-b.boulder.ibm.com/Redbooks.nsf/9445fa5b416f6e32852569ae006bb65f/f9c4cb60a451c7ed86256d490056eebd?OpenDocument
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Disaster Recovery for zSeries Linux

§ Industrial Strength DR Solution for Linux for zSeries based on GDPS
Enables lower skilled operators to perform DR if specialists unavailable

Pretested DR solution with highest probability of success

Continous availability through HyperSwap even in DR case
§ High customer value for coordinated Linux for zSeries – z/OS DR 

Coordinated planned and unplanned transparent HyperSwap
E.g. because storage subsystems are used by both, Linux for zSeries and z/OS  

Coordinated site takeover
In-place re-IPL of failing operating system images

§ xDR for zSeries consists of the following parts:
Linux for zSeries: SuSE SLES 8 refresh

z/VM V5R1 GA 9/24/2004

System Automation for Multiplatforms V1.2

Service offering GDPS 3.1 SPE with xDR for zSeries 8 / 2004
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xDR for zSeries Functionality
GDPS: planned site takeover (IPL OS, reconfig DASD)

GDPS: unplanned site takeover or re-ipl in place
triggered by z/OS

xDR for zSeries: unplanned coordinated site takeover (or
re-ipl in place) triggered by Linux for zSeries 
xDR for zSeries: planned coordinated HyperSwap

xDR for zSeries: unplanned coordinated
HyperSwap or site takeover triggered by Linux for
zSeries

GDPS can manage ESS for any platform (z & open)

ESS

GDPS K 
system on 

z/OS

LPAR4

NetView
SA z/OS

ESS
PPRC

Site 1

CICS,
DB2 on 
z/OS

LPAR2

SA z/OS
NetView

SAP
DB Serv
on z/OS

LPAR3

SA z/OS
NetView

Expend
able
work
load

LPAR6

Expend
able
work
load

LPAR5

z/OS Sysplex

CBU

Site 2

Capacity
Upgrade on 

Demand

GDPS Site Takeover

HyperSwap

LPAR1

z/VM

S A f M P

Linu
x

Linu
x

Linu
x

Linu
x

Linu
x

SA MP forwards node and disk states to GDPS
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Event management
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Tivoli Solution for Event Correlation

All Events
Network  
Events

Network 
root cause

TEC

NetView

TEC Server

Network 
Dependency 
Correlation

TEC Correlation 
Gateway

IBM Tivoli 
Monitor

NetView

TEC Server

TEC Correlation 
Gateway

Network 
Dependency 
Correlation

Risk Manager

Tivoli Solution 
for Root Cause

Tivoli Solution for Event Correlation

Switch AnalyzerSystem 
Automation

Perfor-
mance

Application availability
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TEC Event Correlation Focuses on Multiple Resources

§ Receive and correlate events
• From networks and systems and security devices

§ NetView to monitors devices and SNMP Traps

§ ITM to monitor servers 

§ ITM PACs to monitor applications

§ TEC Adapters to monitor Servers

§ Risk Manager to monitor Firewalls and Edge 
systems

TEC

Browsers
Application

Servers
Web/Edge

Servers

Dumb
Terminals

Host
Systems

Host 
Databases

Clients

Servers

Distributed
Databases

Business Impact Management

Event Correlation and Automation    

Monitor Systems and Applications



28 © 2004 IBM Corporation

System Automation TEC Notification

Generation of TEC Events

§ Configuration and status changes 
externalized 

Resource status change 
Cluster status change 
Resource creation/deletion/modification
Relationship creation/deletion
Request add/cancel 

§ Enabling the TEC publisher function
Customize the publisher configuration file and the 

TEC EIF file

samctrl –e P. By default the publisher is 
disabled. 

Import,compile,load,and activate the TEC baroc file 
in the TEC server.

IBM Confidential

Sys3Sys3
Sys2Sys2

RSCTRSCT

Resource M anagersResource Managers

System Automation ManagerSystem Automation Manager

Sys1

Event 
Integration 
Facility (EIF)



IBM Systems and Technology Group

© 2004 IBM Corporation

IBM Software Group

Performance monitoring

z/VM Performance Toolkit
z/OS RMF
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z/VM Monitor data collection
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z/VM CP Monitor records

§ *MONITOR CP system service writes z/VM Monitor records
in MONITOR DCSS shared memory segment
§ This data can be externalized by tools like CMS 

MONWRITE or analyzed by applications like z/VM 
Performance Toolkit
§ The layouts of CP Monitor Records can be found on 

http://www.vm.ibm.com/library/ (z/VM Monitor Records)

§ Some Linux on zSeries internal performance records
integrated as well

Using virtual CPU timers, therefore don‘t causing significant overhead
on otherwise idle virtual servers

http://www.vm.ibm.com/library/
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z/VM Performance Toolkit 3270 Startup Screen
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Connect to z/VM PT Web Browser Interface
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z/VM PT Web Browser Main Menu
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z/VM PT: Storage Utilization
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z/VM PT: System Counters
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z/VM PT: %using and %delay – like states …
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z/VM PT: User Details
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z/VM PT: Linux Systems (data from RMF gatherer)
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z/VM PT: Linux Overview
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z/VM PT: Linux CPU
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z/VM PT: Linux Memory
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Accessing Linux Performance Data: Concept

 FCONX
LINUX1 
(LPAR)

LINUX2
(LPAR)

D
D
S

D
D
S

D
D
S

D
D
S

LINUX3

T
C
P
/
I
P

FC  MONCOLL  LINUXUSR  ON

Linux
Inter-
face

D
D
S

z/OS

z/VM

RMF PM Java Client
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RMF PM Java Client
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RMF PM Java Client: Features

§ Positioned for online performance 
analysis and problem drill-down
§ Can monitor multiple Linux server 

and multiple z/OS Sysplexes at the 
same time, in one application
§ The performance analysis scenario 

can be saved
§ Alternatively, you may use the web 

browser interface of the Distributed 
Data Server (DDS)
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RMF PM: Spreadsheet Data
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Enhanced RMFPMS Web Browser Interface
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… you can now create your own customizable view 
even in a Web browser like Mozilla, Explorer, Netscape
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LPAR partition data from z/OS RMF
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Orchestration and Provisioning
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Response: Provisioning & Orchestration
§ Provisioning

Handles all resource setup and configuration 
automatically

Streamlined execution of your company’s best practices

Human evaluation still drives actions – execution errors 
reduced

0

20

40

60

80

100

8AM 9AM 10AM 11AM NOON 1PM 2PM 3PM 4PM 5PM 6PM 7PM 8PM 9PM

Improved overall resource utilization

750 Servers “Streamlined Capacity”

%
 U

til
iz

at
io

n

§ Orchestration
– Rapidly respond to 

changing business 
demands

– Senses conditions and 
triggers response

– Improve service levels with 
faster peak load support

.5 Day13 - 23 DaysTotal Time

AutomatedVariableAutomated deallocationReturn server to free pool

<1 Hour5 - 10 DaysAutomated configurationConfigure security  and network 
settings

<1 Hour

<1 Hour

Automated
Time

Remote  OS install/software 
provisioning

Resources identified by 
business process

Automated
Process

5 – 10 DaysSoftware installation

3 DaysIdentify resource

Manual
TimeIT Tasks
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SAP System Landscape Complexity

Multiple SAP Systems 
per mySAP Solution

Workload based 
Growth

►CIOs must reduce IT operational costs
while optimizing resource utilization 
(people, hardware, software, ...)

Multiple Operational Stages 
per SAP System

DEV

Test

PROD

EDU

Multiple Servers 
per SAP System

SAP Bus. Programs

Business Data

Cust. Bus.Programs

DB-Server

Presentation Clients

High Bandwidth LAN

LAN

Application Servers

►All systems are based on dedicated resources

Business Transformation
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Customer Pain Points

§ SAP Landscape growth: 
The new mySAP Solution suite creates additional demand in HW, SW
licenses and systems management, which drives significant 
investments.

§ Unsatisfactory deployment time: 
The time from request to actual deployment is unsatisfying. If a 
systems needs additional capacity, a deployment time of one day or 
more for that environment is not acceptable. The ability to support ad 
hoc requests for new systems, created by the extreme dynamics of
today’s environment is rather limited.

§ Underutilization: 
At the same time servers are manually set up on request and often not 
removed after the specific purpose has been fulfilled. As a result the 
server farm is ever growing, the average utilization is low. Instead of 
rapidly re-purposing existing servers, they constantly acquire new 
equipment.
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Flexible Financial & Delivery Options

Business
Transformation

On Demand
Operating

Environment

Business Processes 

Flexible Financial & Delivery OptionsFlexible Financial & Delivery Options

Business
Transformation

Business
Transformation

On Demand
Operating

Environment

Business Processes 

On Demand
Operating

Environment

On Demand
Operating

Environment

Business Processes 

Perfect Fit between SAP and IBM Strategies
SA

P 
C

os
t C
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ol
 V
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n
SA

P 
C
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t C

om
po

ne
nt

 V
is
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§ on demand helps reducing the TCO of an 
corporate business and IT landscape 

§ on demand areas match up with the SAP cost 
components

§ on demand can help accelerate the savings 
process

IBM on demand plays

Source : SAP

So
ur

ce
 : 

SA
P

Source : SAP



55 © 2004 IBM Corporation

l IT resources are pooled, virtualized, and allocated dynamically to satisfy changing business needs.
èResources are well utilized, workload priorities are used to control consumption, and consumers pay for what

they use.

Requirements are...
lLow Total Cost of Ownership
lService Level Management
lScalability
lFlexibility
lContinuous Availability
lSecurity Management
lCapacity Management

CRM

Dev't

R/3

TrainingTest

HR

Shared Resource Pool

On Demand Operating Environment

Resource Virtualization

Virtual Clusters

SEM

BW

Provides...
lautomated, policy-based, 
end-to-end management of resources
lmetering/billing across heterogeneous
systems

Office

Provides...
l essential mechanisms for dynamic
resource management

On Demand Computing for SAP - Vision

EBP

HA

Calc.
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Internal / External Service Provider

Customer A

Application Server
Resource Pool

Customer B

use use

System Provisioning
Dynamic Optimizer

Administrator

SAP System
(SID)

CI MS

BaseSystem

SAP System
(SID)

CI MS

BaseSystem

SAP System
(SID)

CI MS

BaseSystem

OS Images
AS Images

IBM TotalStorage

IBM eServer

DB DBDB

IBM Dynamic Infrastructure for mySAP Business Suite
Application Server Capacity On Demand

Dynamic Provisioning
Controlled via service level agreements
80% of dialog-steps run below 1 second
Based on IBM VE / System Provisioning

Complemented by metering/billing infrastructure
Allowing Internal Cost Accounting, External Billing
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IBM Dynamic Infrastructure for mySAP Business Suite
New end-to-end solution

§ Solution 
to optimize SAP system infrastructure
to simplify SAP infrastructure management
to reduce cost (TCO)

§ Provides 
automated, policy-based, end-to-end management of resources 
and metering/billing across heterogeneous systems (SLA driven)

§ IT resources are pooled, virtualized, and allocated dynamically to satisfy changing
business needs

§ Dynamic vertical and horizontal virtualization capabilities

§ Integrated Solution
IBM Virtualization Engine

System Provisioning powered by IBM Tivoli Provisioning Manager
UBS / Orchestration / Automation for SAP

IBM Tivoli System Automation

§ Generates Business Value by:
Server Consolidation
Dynamic Provisioning
Cost Savings
Internal Accounting, Enable external billing
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Business Value – Virtualization / Automation

§ Dynamic provisioning: 
By allocating/deallocating application server resources policy based (e.g. 80% of dialog-
steps are below 1 second) the system infrastructure shrinks and grows on demand. The 
utilization is increased, the deployment time is reduced and at the same time the systems 
management is simplified.

§ Server Consolidation: 
Sizing of the infrastructure is no longer oriented on peak-workload. IBM eServer HW 
virtualization capabilities and the usage of virtual servers (shared pools instead of dedicated 
resources) significantly reduce the investments in HW and systems management.

§ Data security: 
De-provisioned servers are immediately scrubbed, thus guarantying no customer data is 

transferred between environments. This is a requirement for hosting environments, and 
has growing importance for internal service providers.
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Business Value – Utility Business Services

§ Internal cost accounting: 
Customers who act as offering/service provider for their lines of 
businesses or in hosting environments definitively need insight into the 
systems cost structure. Metric services allow them to perform internal 
accounting for SAP application servers on a virtualized infrastructure.

§ Enable external billing:
Tracking, aggregation and documentation of the usage of the resources 
and to relate this data with price, which was assigned at contract time on 
usage of resources is another critical functionality. By externalizing this 
data it is made available to standard billing systems.
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IBM VE / System Provisioning

IBM Dynamic Infrastructure for mySAP Business Suite

ApplicationServer
Provisioning

Workflow
Invocation

SAP System
(SAPSID)
Base System

Dynamic System

SAP
DB

CI MS

...

SAP System

Base System

Dynamic System

DB

CI MS

...

User

Zusage

Subscriber/
Administrator

Dynamic Optimizer

Metric Service

SLA Management

Dynamic
Provisioning

Utility Business
Services

Subscription
Process
Instance

Subscription
Process
Instance

Service
Environment
Instance

Metering

Accounting

Rating

GUI

Monitor

IBM Tivoli Provisioning
Manager

Data
Center
Model

Workflow

A A A

Workflow

A A A
Workflow

A A A

DCM
Plugin

...
Plugin

get/set
Plugin

Usage
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Utility
Business

Services (UBS)
Tivoli 

Provisioning 
Manager

(TPM)

GUI

Configuration
Parameter

Order 
Preparation

Dynamic
Optimizer

-> MetricService

Offering

Offering
Selection

Solution specific

Common Components

Web service Interface

JMS interface

Metering Service
-> record meter

events

Order Processing Controller Service Environment

-> data store for TPM
-> unique serviceEnv Id

Accounting Service

-> generate reports

Contract Service

-> technical contract
-> unique contract Id

Rating packages

-> include ratings
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Provisioning vs. Orchestration

Half DayTotal Time

AutomatedVariableAutomated deallocationReturn server to free 
pool

<1 Hour5 - 10 
DaysAutomated configurationConfigure security  and 

network settings

<1 Hour

<1 Hour

Automated
Time

Remote  OS install/ 
software provisioning

Resources identified by 
business process

Automated
Process

5 – 10 
DaysSoftware installation

3 DaysIdentify resource

Manual
TimeIT Tasks

§ Adds, deletes, moves and configures 
servers, operating systems, middleware, 
applications, clusters and network 
resources
§ Automates resource setup and 

configuration
§ Executes IT processes in a consistent, 

customized and error-free manner

Provisioning

§ Senses conditions, anticipates trends and 
triggers a response to improve server 
utilization
§ Recognizes and dynamically responds 

based on business priorities
§ Maximizes business velocity by managing 

alignment of business processes and IT
infrastructure

Orchestration

Improved overall resource utilization
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IBM Dynamic Infrastructure 
SAP Inhouse Showcase

zLinux On Demand
based on ODI

04/2003 4Q/2003 1Q/2004

IBM Dynamic 
Infrastructure for 
mySAP Business 

Suite

IBM DI: Provisioning of  
SAP Systems

IBM DI: Provisioning 
of SAP System 
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11
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2
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ee--utility utility 
22

ee--utility utility 
11

Service Service 
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22
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IBM Dynamic Infrastructure for mySAP Business Suite
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z/VM Automation using PROP 
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PROP

§Programmable Operator facility (PROP)
§ Intercepts all messages and requests to the virt. 

Machine (userid)
§Preprogramming of action can be done
§Message filtering, message consolidation point
§Can act on behalf (rerouting) for security and control 

Normally OPERATOR userid for automation, operation and 
monitoring

Can be any defined userid
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PROP components 

§Define
Logical Operator

Routing Table

Action Routines

Exits

Commands
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Summary and benefits

§Filtering and logging of non-important messages

§Routing of important messages to “a real operator”
or to z/OS System Automation

§Automation of routine responses and tasks

§Eases message traffic (single point of integration) to 
the operator
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Get more Infos

§See also session 9136
§ z/VM –CMS Planning and Administration 

SC24-6042-00
2 chapters  devoted to PROP Chapter 5 and 6
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Summary

§ Reduce skill requirements and implementation efforts by:
– Extending z/OS management tools to Linux
– Including zSeries Linux in Systems Management (Tivoli) solutions
– Same solutions/tools on all platforms

§ Focus on:
– Automation
– Maintaining High Availability
– Reducing complexity
– Integration

§ Exploitation of zSeries strengths
– Virtualization
– Manageability
– RAS
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Client Success Stories
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Customer:

Result:

Need:

Solution: IBM Tivoli Enterprise Console
IBM Tivoli Configuration Manager (SW Distribution)
IBM Tivoli Monitoring
IBM Tivoli Workload Scheduler
IBM Tivoli Storage Manager

Managing Linux
Colorado State University
To use Tivoli on a Linux S/390 Server to manage 500+ Linux servers (and 
potentially other servers) for research and development across 12 
universities

• The Tivoli Solution maintains highest level of availability due to early 
detection and correction of problems in the environment

• Automated monitoring provides both cost savings and a higher 
quality Linux environment for the Linux Hub at CSU. 

• Hundreds of students each semester benefit from the Linux 
environment being managed by Tivoli for research projects and 
course use.

“Tivoli is a very powerful product for managing large numbers of enterprise systems.  For 
CSU, Tivoli products are a key part of our management strategy for providing round the clock 
monitoring (or 24x7) of the 500+ Linux instances on the CSU Linux Hub.”

Dan Turk, Assistant Professor, Colorado State University
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Customer:

Need:

Solution: IBM Tivoli Configuration Manager

Result:

Software Provisioning

• Reduces central HW collection
• Increased ease of operation
• Increased scalability supporting future growth
• Robustly supports migration from OS/2 world to Linux/Intel and Windows

GAD eG

“With IBM Tivoli and Configuration Manager 4.2 on Linux/zVM we have 
laid the innovative basis for the increasingly complex support needs of 
our growing number of customers."

- Hubert Ashege, Senior Consultant, GAD eG

• Support for Linux/zVM (centralized TMRs)
• Replacement for NDM based Software Distribution
• Data collection for verification of central configuration repository
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Optimizing Workloads

Delivers 99.8% SAP R/3 availability with integrated scheduling 
of e-business applications

Reduces cost by eliminating manual intervention

Customer:

Results:

Whirlpool Corporation

24x7 support for e-business systems
Higher quality service through measurement and management
Required integrated enterprise systems management solution
Comprehensive SAP R/3 management

Solution: Tivoli Enterprise Console, Tivoli Distributed Monitoring, 
Tivoli NetView, Tivoli Manager for SAP R/3, Tivoli Manager 
for Domino, Tivoli Workload Scheduler

Need:

“Without this level of management from Tivoli, Web servers might receive 
visitors  but be unable to handle business transactions….. …our online 
visitors get predictable, reliable access to our e-business applications 
and resources”. 
Jim Haney, Vice President of Architecture and Planning
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Resources

§ Yahoo Group Teamroomsgroups.yahoo.com(NPMIP, NPM, NetView, TBSM_Users)

§ Tivoli software homepage -- http://www-3.ibm.com/software/tivoli/

§ Tivoli UserGroups –http://www-
3.ibm.com/software/sysmgmt/products/support/Tivoli_User_Groups.html

§ Tivoli Customer Portal --https://www6.software.ibm.com/reg/tivoli/custport-I

§ Tivoli Education  -- http://www-3.ibm.com/software/tivoli/education

§ Tivoli Software Events  -- http://www-3.ibm.com/software/tivoli/news/events/

§ Tivoli Best Practices  -- http://www-
3.ibm.com/software/tivoli/features/oct2002/best.html

§ IBM Link - http://www.ibmlink.ibm.com/.

§ IBM Manuals -
http://w3.ehone.ibm.com/public/applications/publications/cgibin/pbi.cgi.

§ IBM Software for zSeries On Demand Events -http://www-
3.ibm.com/software/is/mp/s390/ondemand/

http://www-3.ibm.com/software/tivoli
https://www6.software.ibm.com/reg/tivoli/custport-I
http://www-3.ibm.com/software/tivoli/education
http://www-3.ibm.com/software/tivoli/news/events
http://www.ibmlink.ibm.com
http://w3.ehone.ibm.com/public/applications/publications/cgibin/pbi.cgi

